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Abstract

In this thesis, Density Functional Theory (DFT) within the LSDA framework, implemented
in WIEN2k, was used to explore the structural, magnetic, electronic, elastic and thermoelectric
properties of the intermetallic compound DyFesNii2. A comparison of different arrangements and
the energy of each setup showed that the ferromagnetic state was the ground-state configuration
for the lattice. The analysis of electronic structure found both metallic and spin-polarized states,
most of the magnetism being related to Fe and Dy atoms. Elastic constant analysis indicated that
the material was both mechanically stable and ductile. Evaluating with BoltzTraP suggests that
thermoelectric features show moderate efficiency along with spin features. It appears from this
study that DyFesNii2 has a stable structure and shows ferromagnetism which opens doors for

magnetic and spin caloric uses.

Keyword: Intermetallic, Magnetic, Alloy, Intermetallic compound, Ternary, Dft, LSDA.
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RESUME :

Dans ce travail de thése, la Théorie de la Fonctionnelle de la Densité (DFT), dans le cadre
de l'approximation LSDA, et mise en ceuvre via le code WIEN2k, a été utilisée pour étudier les
propriétés structurales, magnétiques, €lectroniques, ¢élastiques et thermoélectriques du composé
intermétallique DyFesNii.. Une comparaison des différentes configurations magnétiques et de
leurs énergies respectives a montré que 1’état ferromagnétique est la configuration fondamentale
du réseau cristallin. L’analyse de la structure é€lectronique a révélé un comportement a la fois
métallique et polarisé en spin, la majorit¢ du magnétisme provenant des atomes de fer (Fe) et de
dysprosium (Dy). L’étude des constantes élastiques a montré que le matériau est mécaniquement
stable et ductile. L’évaluation des propriétés thermoélectriques a 1’aide du code BoltzTraP a mis
en évidence une efficacité modérée, avec une dépendance notable au spin dans les phénomenes de
transport. Cette étude suggere que DyFesNii2 est un composé structurellement stable et
ferromagnétique, offrant des perspectives intéressantes pour des applications magnétiques et

calorico-spiniques.

Mots-clés : Intermétallique, Magnétique, Alliage, Composé intermétallique, Ternaire, DFT

(Théorie de la fonctionnelle de la densité), LSDA (Approximation locale de la densité de spin)
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General introduction

General introduction

The materials comprising the external world are comprised of particular particles, with a
submicroscopic size. Their behaviors are based on atomic theories. States of organization of
materials vary from complete disorder of atoms or indeed restitution of materials to order. from
molecules of a gas under weak pressure to the approach to the almost full monocrystal order of
atoms. In this context, materials solids handled by mankind to produce items that form basis of his
living environment [1]. More typically, materials are identified along their most common
characteristics. high mechanical strength materials, electricity conductors, permanent magnets etc.
The classification of solid materials based on their physical properties, chemical composition and
the privileged crystal structures gets advanced by researchers continually. Materials whose classes
include metals, ceramics, minerals and semiconductors are characterized by the respective atoms
they contain and the orderly orientation of these atoms in their crystal lattices. However, often
researchers seek a way to enhance the amount and to modify properties of a given material by
combining and alloying materials. This knowledge is important for the contemporary technology

as it allows developing new materials with the desired properties and a high efficiency.

Our discussion is aiming towards the intermetallic compound, which are usually thought of as a
type of materials for the class in between the metals and ceramics, whereas the link is in term of
the blend between metal and covalent phases [2]. The designation of the intermetallic phases and
compounds produced by the combination of several different metals has been applied in the term
“intermetallic” to represent a large class of materials [3]. Very frequently, intermetallic compounds
are rigid, i.e. they are hard, brittle and strong and normally possess a comparatively high
chemically (good corrosion resistance). In addition, they are high melted and electrically
conductive with a commonly greater order of magnitude than that of pure transition metals [4]. In
the first chapter of this thesis, we note the types of intermetallic compounds and their proprieties
given in detail. In chapter 2 we take deeper insight into behavior of intermetallic systems and here
theoretical and computational techniques are of particular importance. Among these, there has
emerged a comprehensive and widely used quantum mechanical method to study the electronic
structure of solids the density functional theory (DFT) and we talk about Wien2k code and their
tools which It employs density functional theory to calculate the electronic structure of a solid.

After all we concentrate on the research of an intermetallic compound DyFesNi> where we intend

14



General introduction

to investigate its structural electronic and magnetic properties, mechanical and thermoelectric
characteristics. A strong version of the Full-Potential Linearized Augmented Plane Wave (FP-
LAPW) method implemented under DFT via the WIEN2k code; we carry out detailed calculations
to comprehend the behavior of this intricate compound. The results concluded in the final chapter
impart useful theoretical information that can guide future experimental and technological
exploration on rare-earth—transition metal nitrides. Finally, we finished the thesis with a
conclusion on the general values and properties of our material, and its uses in application areas

where it can be applied.
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Chapter I The intermetallic compounds

1.1 Introduction about intermetallics:

The intermetallic compound group consists of two or more elements which combine through
specific ratios to create ordered crystal structures of metallic or metalloid nature. Intermetallic
compounds diverge from traditional compounds because they do not need to maintain charge
balance and thus create a wide range of possible compositions especially during three or four-
element combinations. Such materials demonstrate special properties beyond component behavior
which include magnetic qualities and also exhibit superconducting properties and produce
magnetocaloric and thermoelectric effects. The combination of rare earth elements with transition
metals generates specialized magnetic properties because the metals activate mutual interactions.
Carbon reveals vital importance in synthetic materials since its small electronegative nature
enables the development of C* and diatomic C>* (acetylide) and C>* (ethynide) species that can
either enter interstitial rare earth ion spaces or bond with transition metals [1]. Rare earth element
intermetallic exhibit a wide array of intriguing characteristics because of their electric conduction
capabilities along with the magnetic properties of their rare earth ion components. The structural
complexity of ternary and quaternary phases enables both doping and site-specific substitution
through their increased complexity making them suitable for property enhancement. Intermetallic
compounds lack average charge balance which makes their compositional adjustments possible

without adherence to neutrality rules.
1.2 Structure of intermetallics:

Phase diagrams featuring binary systems show intermetallic as either single lines between
components or as substances that exist between pure metals and do not reach their endpoints.
Scientists study ordered binary or multicomponent intermetallic alloys with multiphase
microstructures because they want to develop materials which withstand both extreme conditions
and high temperatures and weigh less. An impervious Al2O3 or SiO; scale develops to provide
excellent oxidation protection when the temperature exceeds 1000°C within aluminide- or silicide-
based intermetallic systems [2]. It’s stand as the least studied category of inorganic solids
concerning bonding characteristics. The bonding mechanisms of ionically or covalently bonded
compounds differ from those of the compounds. it is nearly impossible to apply simple heuristic

concepts to reliably predict compositions or structural characteristics based on the elements

——
18



Chapter I The intermetallic compounds

involved or the valence electron concentration (VEC) [3] per atom. The Fermi liquid theory and
traditional models do not provide sufficient accuracy when describing electrical conductivity and
magnetic susceptibility in basic physical properties. The impact of chemical bonding factors
depends strongly on both composition changes and the nature of the elements involved because

these factors change steadily across a wide range of conditions [4].

Figure 1.1: Cr11Gel9 Compound Appearance
Intermetallic compounds exist in stoichiometric compositions matching standard metal valences

as well as more or less variable compositions in phase diagrams. A phase range defines the

systematic modification limits of the metal percentages that make up a material.
1.3 Intermetallic phases:

e Laves phases (type AB2, e.g. CaMg?2)

e Heusler phases (ABC, A2BC, e.g. Cu2MnAl)

e Zintl phases (type AB, between alkaline and alkaline-earth metals and electronegative
elements of the 13th to 16th main group, e.g. NaSi)

e Hum-Rothery phases, characterized by their fixed valency-electron concentration

e —
19



Chapter I The intermetallic compounds

1.3.1 Laves phases:

Fritz Laves (1906-1978) established vital observations about intermetallic compound
crystallography between cubic MgCu, structures and hexagonal MgZn> and MgNi, types when he
published his work in the 1930s [5]. According to Gustav E.R. Schulze "Laves phases" became
the initial designation for this AB: intermetallic compound group [6Laves phases exist as
intermetallic compounds which follow the AB: stoichiometric ratio under atomic size ratio
conditions between 1.05 and 1.67. The three structural classes of Laves phases include cubic
MgCu: (C15) and hexagonal MgZn: (C14) and hexagonal MgNiz (C36). A atom in these structures
exist in similar positions to diamond or hexagonal diamond structures as well as related
configurations whereas B atoms fill tetrahedral positions that encircle the A atoms. The
compounds develop tetrahedral close-packed structures topologically when the atomic size ratio

between A and B matches 1.225 because this ratio produces an overall packing efficiency of 0.71

[7].

Figure 1.2: Cubic intermetallics structure type AB2

20



Chapter I The intermetallic compounds
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Figure 1.3: Binary Laves crystal structures. 3D representations of (a) the C14 (MgZnz), (b) the
C15 (MgCuz2), and (c) the C36 (MgNi2) structures. This figure represents a C14 structure and it
shows its projection along the [1120] axis. The C15 structure displays its configuration when
observed through the [110] projection. The C36 structure demonstrates this view direction down
the [1120] projection. The viewer can access interactive 3D representations of the three Laves

phases in Supplementary Data 1-3 [8].

1.3.1.1 Stability and site preference:

The declaration that a Laves phase AB: exists indicates the phase maintains thermodynamic
stability within specific conditions or it exists because of thermodynamic or kinetic production
processes. Phase formation relies essentially on both thermodynamic stability between elements
and the simultaneous competition with alternative phases regarding thermodynamic and kinetic
criteria. The manifestation of Laves phase AB. might be prevented due to its inability to compete
against more stable phases or phases that form faster according to first-principles calculations. The
limitations for predicting such phase stability exist when strictly evaluating the system based on
composition alone because additional possible states must be factored into calculations.
1.3.1.2 Importance of laves phases:

The functional uses of Laves phases extend into an exceptionally diverse set of successful
applications. Hydraloy seeks hydrogen storage while Terfenol acts as a magneto-mechanical

sensor and actuator along with Tribaloy serving as wear-resistant coating for harsh settings
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(Tribaloy). Laves phases receive fresh interest as structural components for high-temperature steel

creep strength enhancement through successful development of new alloy design methods.
1.3.2 Heusler phases:

Three members of the Heusler family Conrad and Friedrich (Fritz) and Otto Heusler [9]
independently contributed to the development of Heusler alloys into a magnetic material family
that uses non-magnetic components for their wide range of useful functions. Their investigations
first started when they sought out a different bronze alloy. The “Isabelle” Plant in Dillenburg,
Germany began producing technically iron-free alloys in 1876 during the initial phase of research
that eventually resulted in Heusler alloy discovery. Heusler alloys resulted from accidental
discovery at the beginning of the twentieth century but have become significant materials for
outstanding functional applications in both spintronics and thermoelectric devices throughout the

twenty-first century.

The defining structural trait of Heusler alloys describes the arrangement between their face-
centered cubic (FCC) superlattices and body-centered cubic (BCC) unit cell [10]. The atomic
arrangements in Heusler alloys produce unique atomic divisions which are absent from pure
elements and disordered solid solutions leading to potential discoveries of new material properties.
The ferromagnetic properties of Cu2MnSn emerged as the alloy exhibited magnetic behavior
though its components lacked ferromagnetic behavior in isolated states. Scientists have expanded
Heusler alloys into a diverse group of materials through Full Heusler alloys which follow the

stoichiometric formula X2Y1Z:.

Half Heusler alloys and Inverse Heusler and Binary Heusler together with Quaternary Heusler
alloys represent different subclasses of Heusler alloys that follow stoichiometries XiY1Z: and
X2Y2Z2 to XiX2Y1Z2. The structural and functional characteristics among Heusler compounds

subclasses prove unique thus expanding the versatility available through these compounds.
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|( a) half-Heusler (b) full-Heusler

Figure 1.4: (a) The crystal structure of half-Heusler and (b) full-Heusler alloys. A half-Heusler
alloy consists of XYZ composition and a full-Heusler alloy adds a second Y2-site atom to its

crystals thereby becoming XY2Z material [11].
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Figure 1.5: Periodic table of elements. The diverse creation of Heusler materials becomes

possible through various piece combinations according to the established color system [12].

23



Chapter I The intermetallic compounds

1.3.2.1 Properties of Heusler phases:

Heusler alloys demonstrate special properties including the magnetic shape-memory effect
according to [13] that enables these materials to change shape reversibly under magnetic field
influence. The exceptional characteristic of Heusler alloys enables these materials to find crucial

use in advanced functional applications.

In addition to their other properties, Heusler alloys can also exhibit spin-glass behavior [14], a
phenomenon where the magnetic moments become frozen in random orientations below a certain

temperature.
1.3.2.2 d-metal Heusler alloys:

All-d-metal Heusler alloys consist only of transition metals while Z atoms take place at the
D sites as transition metals. None of the main-group metals are present in the structure of these
unique alloys. The entire composition of X Y and Z atoms which exclusively consists of transition
metals distinguishes them from standard Heusler alloys while providing unique properties for
evolving technology applications. The compounds display complete d-electron configurations in

the chemical makeup of their constituent metals.

p-d
full Heusler
X,'Z
i

—

full Heusler
x: '

Figure 1.6: Chemical elements and hybridization differences between conventional and all-d-

metal Heusler alloys [15].
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1.3.2.3 Half-Heusler alloys:

The general composition of Half-Heusler (HH) alloys follows XYZ with transition metals
occupying X and Y spots yet the Z position contains a main group element. Static structures of
these alloys adopt the MgAgAs crystal pattern which belongs to the F-43m space group. The
Half-Heusler alloy’s structure contains four individual face-centered cubic (fcc) sublattices that
give these materials their distinct structural characteristics [16]. The three atomic positions in
Half-Heusler alloys show the Z atom at (0, 0, 0), the Y atom at (%, Y4, %), and the X atom at (%,
Y%, ¥2) as shown in Fig. 4(a). The atom position at (%4, %, %) within the fourth face-centered cubic

sublattice remains empty.
1.3.2.4 Binary Heusler alloys:

The chemical formula of Binary Heusler alloys follows XsZ which consists of transition
metals X and main group element Z [17]. Binary Heusler alloys create a crystal structure with
face-centered cubic (FCC) symmetry of the D0Os-type and they hold the identical space group
Fm-3m similar to full Heusler alloys. Identity between all X and Y elements in full-Heusler
compounds leads to the formation of the D0s-type structure. In this arrangement each of the three
X atoms X1, X2 and X3 occupies the crystal positions (1/4, 1/4, 1/4), (1/2, 1/2, 1/2), and (3/4,
3/4, 3/4), respectively, and the Z atoms are located at (0, 0, 0). The crystal pattern creates
ferromagnetic behavior between Xi and X2 and Xs because Xi and Xs have identical positions in

the structure [18].
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Figure 1.7: The binary XsZ Heusler structure places the X atoms in the green positions, while

the Z atoms are located in the blue positions [19].

1.3.2.5 Inverse Heusler alloys:

The transformation of full-Heusler alloys yields inverse-Heusler alloys through a
rearrangement process for the atomic positions. The X>YZ chemical composition of full-Heusler
alloys transforms to XYZ in inverse-Heusler alloys since the X and Y atomic sequence exchanges
leading to modified crystal structure developments. Moving the X and Y atomic positions creates
essential modifications in electronic structure and magnetism of the material. Transition metal
atom site preference is determined by the number of valence electrons (ZV) they possess. When
ZV(Y) exceeds ZV(X) the X atoms configure at sites (Y4, Y4, }2) and (%4, %, %) but Y and Z atoms
occupy positions (%4, Y4, ¥4) and (0, 0, 0) respectively for X and Y atoms within the same periodic
table period. The XA-type structure develops through this arrangement which belongs to space
group F43m [20].

a) full-Heusler b) inverse-Heusler

X

Figure 1.8: Differences in structure between (a) full-Heusler alloys and (b) inverse-Heusler

alloys [21].
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1.3.2.6 Quaternary Heusler alloys:

A quaternary Heusler structure with unique structural symmetry (space group: F-43m, 216)
is formed when different atoms (XX'YZ) occupy each of the sublattices. The resulting structure is
referred to as the LiMgPdSn type, or Y-type [22]. The disorder scattering from random Y and Y'
distribution reduces the spin diffusion length in equiatomic quaternary Heusler alloys more than
in pseudo-ternary alloys X>Y1Y'«Z. The different length of spin diffusion brings unique benefits
for particular uses. The power dissipation in devices using XX'YZ structures is expected to be low

because disorder scattering does not occur in this system [23].

Figure 1.9: The structure of the equiatomic quaternary Heusler alloy with space group F-43m
(216) features atoms occupying the Wyckoff positions a, b, ¢, and d, represented by green, red,
blue, and yellow spheres, respectively [24].

1.3.3 Zintl phases:

The field of intermetallic compounds features a specific group known as Zintl phases that
carries the name of Eduard Zintl (1898-1941). Zintl phases constitute a division of intermetallic
where bond explanations follow traditional chemical definitions through ionic and covalent
bonding patterns. During these phases electropositive cations give electrons to more
electronegative elements through ionic bonding. When electrons are donated between elements it
leads to the creation of polyanionic networks or clusters which bond through covalent or polar

e —
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covalent mechanisms and isolated anionic species that reach complete octet stability. [25-26] The
AB:2(C-type compounds represent among many Zintl phase families that use different elements.
The compounds comprise A elements as alkaline-earth or rare-earth metals including Mg, Ca, Sr,
Ba, Eu, Yb and B elements from transitioning metals or main-group components including Zn,
Cd, Mg, Mn, Al with C elements from the group IV/V elements Si, Sb, Bi. The molecules

crystallize inside CaAl.Siz arrangements that possess the P-3 m1 symmetry group.

(b)

Figure 1.10 : The [NbAs 5] cluster in K 6 NbAs 5 exists in two bonding structures where (a) Nb
bonds with five As atoms and (b) Nb connects to an As-terminated [NbAs 4] tetrahedron. The

two elements appearing as light and dark spheres correspond to Nb and As [27].

1.3.3.1 D® transition metal Zintl phases:

Available research on Zintl phases that use early transition metals remains scarce in number.
Compounds such as [NasMAss] (M = Ti, Hf) and NasTiAss originated among the first group of
Zintl phases with early transition metal analogs because they crystallize in the NasSiPs and
NasSnSba structure types. In their crystal structures alkali metal cations provide electrons to either
edge-sharing [M2As] units made of [MAsa] tetrahedral segments or independent [MAsa]
tetrahedral units [28].

1.3.4 Hume Rothery phases:
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In 1926 Hume-Rothery established through empirical studies that compounds like CuZn
CusAl and CusSn adopt the body-centered cubic (bce) structure with 3/2 electrons per atom [29].
Research conducted on these compounds indicates that the value stems from their average valence
electron count per atom. Regarding this formation process these metals have been classified as
mono-, di-, tri-, and tetra-valent elements which indicates their capacity to donate one, two three
and four outermost electrons from their free atoms respectively [30]. Mott and Jones [31] resolved
the Hume-Rothery electron concentration rule in 1936 by examining the contact between the Fermi
sphere and the specific planes of Brillouin zones that match different phases. The theoretical
framework provided understanding about electron concentration stability effects on crystal
structures as a relation between Fermi surface geometry and Brillouin zone boundary positions.
Raynor extended Hume-Rothery theory to s p alloys with transition metal atoms in its early
development phase [32]. The prediction system for crystal structures using e/a average valence
electrons per atom values could work for these alloys if negative valences were assigned to
transition metal atoms. Raynor understood these observations as showing transition metal atoms
carry a negatively charged state and all their d orbitals are occupied. Experimental evidence
showed that this interpretation proved inappropriate because it indicated an excessive electrostatic
energy did not match test results. Hume-Rothery phases are metallic alloys characterized by nearly
free electrons, stabilized by their band energy. Hume-Rothery outlined the following empirical

conditions for their formation:

e Small atomic radius difference: The difference between the atomic radii of constituents A
and B, denoted as R4 and Rp, should be minimal, typically satisfying (RA — RB)/RA <
0.15.

e Small electronegativity difference: The -electronegativity difference between the

constituents of the alloy should also be minimal.

These conditions ensure that the alloy components are compatible in terms of size and electronic

structure, facilitating the formation of stable metallic phases.

1.4 Methods of alloying intermetallic compound:
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Alloying an intermetallic compound typically involves substituting certain elements

within the compound to alter its properties. This process can be done by:

e Substitutional Alloying: Replacing some of the atoms in the intermetallic compound with
different atoms. For example, substituting rare earth metals or transition metals to optimize
magnetic properties.

e Interstitial Alloying: Introducing small atoms like B, C, or N into the spaces (interstices)
between the atoms in the intermetallic lattice. This can enhance properties such as magnetic
strengths.

e Controlled Processing: Using advanced processing techniques developed for other

materials to achieve the desired alloy composition and structures.

1.5 The rare-earth intermetallics:

Rare earth intermetallic compounds belong to the line compound category because their
composition limits stretch across a minimal range. Producing rare earth elements poses
preparation difficulties because these elements have high oxygen reactivity that causes adverse
reactions when using conventional crucible materials. Several expert techniques for synthesizing
rare earth intermetallic phases have emerged as a remedy to this concern (Herget and Domazer,

1975).

Research on rare earth intermetallic maintains practical value because their magnetic
properties become exceptional after considering composition and crystal structure elements
(Buschow 1980, 1991). The combination of SmCo and Sm2Co1~ led to the creation of rare earth
permanent magnets (REPMs). The magnetic performance benefits of these magnets stem from
their exceptional BxHmax value combined with high coercivity properties because B finds

expression as magnetic induction and H defines magnetic field strength.
1.5.1 Hydrogen storage materials:

In addition to their use as magnet materials, A large number of hydrogen absorption abilities

exist within rare earth intermetallic phases, making them highly valuable for hydrogen storage
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applications. Examples include compounds like RCo,, RFe,, and rare earth Laves phases, which
have shown great potential in this field. Their ability to store hydrogen efficiently is of high interest

for developing advanced energy storage systems.
1.6 Proprieties of intermetallic:

1.6.1 Magnetic intermetallics:

If a species possesses electron shells that remain completely filled then it lacks a permanent
magnetic moment which leads to minimal magnetic susceptibility and produces small negative
values similar to diamagnetic behavior [33]. which are repelled by magnetic fields. For simple ions
and organic fragments, diamagnetism is well understood and can be calculated using standard
increments. However, explaining diamagnetism in metals and intermetallic, like copper and silver,
is more complex. Compounds such as Ca,Pd.In [34] and LiRuSn, [35] exhibit temperature-
independent susceptibility down to 25 K, after which slight increases due to paramagnetic
impurities are observed Fig.11. These compounds have negative susceptibility, indicating
diamagnetism, despite their metallic conductivity, due to core diamagnetism offsetting Pauli

susceptibility.

................................
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Figure 1.11: Temperature dependence of the magnetic susceptibility of TaRhGe, Ca2Pd2In, and
LiRuSn4.
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In conductive intermetallic compounds, both diamagnetic and paramagnetic effects are present.
Para-magnetism, with stronger magnetic effects, occurs in materials with partially filled d- or f-
shells and follows the Curie or Curie-Weiss law that’s shown in Formula 1 and 2 In order. The
magnetic moments align with external fields but are disrupted by thermal agitation, leading to
temperature-dependent susceptibility. The paramagnetic Curie temperature (0) helps indicate
ferromagnetic or antiferromagnetic interactions, and the magnetic moment can be calculated using

the Curie constant.

x=C/T (1.1)
x=C/T—6 (1.2)

The expression describes the magnetic behavior under the Curie constant C along with
paramagnetic Curie temperature 0 which reveals antiferromagnetic (negative 0) or ferromagnetic

(positive 0) conditions.

Using the following formula scientists can determine the experimental magnetic moment of

compounds:
Hexp = (86)1/2 (1.3)
1.6.2 Superconductivity:

Superconductivity [36] becomes active in materials which develop zero electrical resistance
and exclude magnetic fields underneath their critical temperature (Tc) while demonstrating a
sudden increase in specific heat. The applications of superconductors in today's society mainly use
their unique qualities of zero electrical resistance and magnetic field exclusion for the generation
of high magnetic fields which leads to medical diagnostics by MRI technology and NMR
spectrometer operations and high-energy particle accelerator use such as the Large Hadron

Collider (LHC).
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Tc Tc Te

Figure 1.12: Schematic changes in the electrical resistivity (R), magnetic susceptibility (y), and
heat capacity (Cp) during the superconducting phase transition [37].

In 2006 researchers discovered superconductivity in intermetallic iron pnictides by using LaFePO
which exists as tetragonal ZrCuSiAs-type structural material. Researchers did not show significant
interest in the discovery because LaFePO exhibited a critical temperature of only 4 K [38]. The
discovery of superconductivity at 26 K became possible after adding fluoride to LaFeAsO which

triggered a dramatic shift in the scientific community [39].
1.6.3 Thermoelectric proprieties:

The thermoelectric effect functions as a direct method to convert heat energy into electrical
energy because of its critical role in alternative energy creation and waste heat recovery efficiency
[40]. Thermoelectric devices operate based on the Seebeck effect, generating voltage (V) from a
temperature gradient, and the Peltier effect, where current induces a temperature gradient. The
Seebeck coefficient (o) quantifies this by relating the voltage generated to the temperature

difference.:
a =V /AT (1.4)

The measurement scale for Seebeck coefficients spans between —100 pV/K to +1000
uV/K. Products measuring under —100 pV/K belong to n-type materials and indicate electron
dominance whereas values above +1000 pV/K signify p-type materials with hole-dominated
charge carriers. A suitable thermoelectric material obtains high thermoelectricity resin (S) but
maintains low electrical resistivity (p) and thermal conductivity (k) that comprises electronic (ke)

and lattice (xr) elements. The physical relationship that links these major parameters produces a
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dimensionless figure of merit (ZT) which directly affects thermoelectric generator performance

efficiency.

2
IT = §4T

T p(Kketkp)

(1.5)

Zintl phase semiconducting intermetallic compounds, such as ZnaSbs, have gained interest for their
low thermal conductivity, which improves their thermoelectric properties. Zn+Sbs, in particular,

shows glass-like thermal conductivity [41].
1.6.4 Battery materials:

Intermetallic compounds are foundational materials in the field of energy materials. One
important category includes binary and multinary metal hydrides, which are used for hydrogen
storage and in metal hydride batteries. In these batteries, during the charging process, the metal

(M) at the negative electrode reacts with hydrogen, following the reaction:
H,0 + M + e - HO” + MH (1.6)

Intermetallic lithium compounds play a crucial role in rechargeable lithium-ion batteries, forming
the second group of important energy materials [42] Elemental lithium electrodes can lead to
dendrite formation and short circuits, causing safety concerns due to lithium's low melting point.
To mitigate these risks, binary intermetallic lithium compounds like silicides, stannides, and

antimonides are employed.
1.7 Synthesis methods for intermetallic compounds:

1.7.1 Solid-state synthesis:

Solid-state synthesis mostly involves heating solid-state precursors to change the location
of metal atoms and form IMCs. The main way to refine metals currently is by using the arc melting
method which relies on creating a small spark by high voltage electricity to melt the metal. Most
of this process depends on the use of an arc furnace. These characteristics of the arc melting
technique are as follows: (i) the temperature achieved is high enough for the melting of most
refractory materials (1980 °C); (ii) the shorter melting time (30—60 seconds) preserves the purity

of elements; (ii1) the intense arc mixes every part of the melt, resulting in a very homogeneous
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liquid; and (iv) high-purity carbon-free gasses like argon can protect the liquid during melting. Up

to now, arc-melting is the focus of most research on how to construct IMCs [43].
1.7.2 Self-propagating synthesis:

SHS is the method by which a preform is included in the molten matrix phase. The
reinforcement is formed in the molten metal when fast heat-producing reactions occur. As soon as
the reaction begins, the heat produced breaks the model to help reinforce the molten matrix. A lot
of researchers have experimented with TiC reinforced Mg-MMCs based on AZ91 alloy. Here, cold
compacting was performed on Al-Ti-C preform and once complete, it was sintered. If a preform
is submerged in molten magnesium, SHS begins and forms TiC particles simultaneously [44]. If
the exothermic temperature and density of the cold compact preform or master alloy are right, SHS

reaction can get started.
1.7.3 Wet-chemical synthesis:

Preparing nanomaterials in solution by wet-chemical synthesis involves using chemical reactions
in a solvent, among the oldest and most common ways. The method can be used to make various
layered nanomaterials with low costs and at low temperatures. Because it works smoothly and is
easy to repeat, wet-chemical synthesis is widely favored when making nanolayered materials with

consistent size and thickness. Among the regular wet chemical approaches for assembling layered

nanomaterials.
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Figure 1.13: a Schematic diagram for synthesis of CdS films using chemical bath deposition

technique. b Schematic of layer-by-layer CdTe NCs-CdS heterojunctions solar cell device [45].
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1.7.4 Galvanic replacement synthesis:

In galvanic replacement synthesis [46], atoms are stripped from the substrate because of
oxidation and are dissolved in a solution. As the other, higher reducing material is electroplated
onto the substrate, it is reduced by the solution. Two different reduction potentials in the redox
pairs are the main reason for the spontaneity of these reactions. The use of both bulk and
micro/nanostructured materials as substrates for galvanic replacement synthesis has been
examined. Because of the tiny structures, micro/nanostructured materials achieve greater surface
area which provides several quick benefits when compared with traditional electrosynthesis. Such
materials can be prepared by mixing them together with the salt precursors in a usual chemical
reaction solution. Like in an electrosynthesis, the material that reduces is often put straight down
onto the substrate. While in electrosynthesis, both electrodes are in separate locations, connected
by an electrolyte solution, for micro/nanostructured cathodic stripping, both the cathode and anode
are embedded together even though each is in a unique location on the surface. By carrying out
the reactions of oxidation and dissolution at various parts of the substrate and the reduction and
deposition reactions together on the same surface, new atoms on the substrate can be grown into
different nanostructured materials. Galvanic replacement synthesis has been used to make
substrates out of crystalline, amorphous, metallic and nonmetallic materials. Depending on what

the substrate is, the pattern of growth can vary, leading to several kinds of useful nanomaterials.
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Figure 1.14: Substitution of copper monolayer on a noble metal M’ woble substrate by the

second noble metal M’ noble 1s shown in schematic A. Schematic B shows the adsorption of Muoble
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on a reactive metal M substrate, followed by etching the metal atoms from the substrate side

[47].
1.7.5 Electrodeposition:

Electrodeposition is a known procedure for adding metal layers to conductive materials. With one
sample and one solvent, the negative part of the cathode holds the sample closed and open and the
current through all 34 internal circuits gives the movement speed. Since this method is fast and
economical, it supports the creation of detailed and complicated-looking devices. How thick the
layer becomes depends only on the present density and the way the current is flowing. Chemically,
the envelope can be unblown by changing the substrate into a soluble form [48]. Electronic
materials can be covered with a thin conducting layer in an aqueous solution using introduced
voltage which induces the required chemical reactions. This approach can be applied to growing
metal oxides and chalcogenides in nanostructured materials. Finished films are often built on large,
detailed layouts, spanning a size range of only a few nanometers up to ten microns. This variety in

size means the process is flexible for many industries.

Electrolyte  Cathode

Figure 1.15: Schematic of an electrodeposition process [49].
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1.7.6 Dealloying:

Dealloying means removing a particular component or components from a solid solution
alloy. Dealloying presents a range of conditions and develops in the form of a porous, sponge-like
microstructure. The pores often link together, but small chunks of more valuable materials usually
stay separate. Such is the case that dealloyed parts are vulnerable to stress corrosion cracking
(SCC). Localized porous structures generated during dealloying are usually found at pre-existing
cracks. External stress may then trigger fracture in the corroded material and make the crack move
into the surrounding, uncorroded part. Many models have been developed to explain how
dealloying corrosion takes place. The main diffusion models are bulk diffusion, vacancy diffusion,
surface diffusion, dissolution and reprecipitation, oxide formation and percolation. Data on

corrosion rates shows that the surface diffusion model is the likely mechanism.

Dezincification is found most often in the dealloying corrosion of brass. Brass alloys
containing zinc (Cu—Zn) are dissolved selectively when exposed for a long time to solutions that
contain chlorides. The joint a and B phase of these alloys is most at risk, as the majority of attack
happens in the zinc-rich B part. As a result of dezincification, there is a porous area of weakened
copper and some copper oxide. At room temperature, dezincification happens with slightly acidic
water and acid chlorides and the § phase shows a uniform effect. At higher temperatures, the effect
1s more clearly noticeable in focused areas with very high penetration. Purifying process streams,
restricting the zinc content and replacing zinc with better corrosion-resistant materials prevent the

problem of dezincification [50].

&

Liquid C >
A miscible ! 3 ’
immiscible ’
Dissolition Alloy recycling
C 2 Penetration
A atom B atom C atom
A-B alloy

Liquid metal dealloying

Nanoporous matenals|

Figure 1.16: A schematic shows the liquid metal dealloying Process [51].
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1.7.6 Ball milling:

One of the cheapest and most used methods for preparing nanosize metal particles is ball
milling, where you use hard steel, ceramic or tungsten balls. A large amount of metal hydrides
with the correct properties can be produced in a single step through high-energy mechanical ball
milling. Metal hydrides are usually protected with an inert atmosphere in ball milling for safety
reasons. Nanosized metal hydrides made by mechanochemistry have different grain shapes,
dislocations and surface and internal breaks. According to the Griffith theory (Eq. 1.6), brittle
materials consume energy as they form cracks. In ductile materials, it is plastic deformation that

means their energy consumption. Ductile materials absorb more energy as they are processable

of oc JE (1.7)

where oris the applied failure stress, y. is the specific surface energy, a is half the crack length,

over a plastic region [52].

and £ is Young's modulus.
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Chapter 11 Electronic structure theory and wien2k code

2.1 Introduction:

By utilizing solid-state physics and applying quantum mechanics to molecular systems, we
can derive a range of physical and chemical properties, including structural, optical, elastic,
electronic, and magnetic characteristics. Quantum mechanics started taking form in the early part
of the 20th century, starting with Max Planck's discovery of blackbody radiation quantization in
1905 [1] and Albert Einstein’s explanation of the photoelectric effect [2]. These advances laid the
foundation for Niels Bohr’s atomic model in 1913 [3], which revolutionized atomic theory by

incorporating Planck and Einstein's energy quantization principles.

Every physical object demonstrates dual entities of wave and particle characteristics
through wave-particle duality. became more defined and led to a broader understanding of
quantum phenomena. The discovery stands as one of the major transformative events in 20th
century science since it transformed our perception of physics. Building on these developments,
Erwin Schrodinger [4] formulated the wave equation that defines modern quantum mechanics,

describing the motion of electrons and atoms through the equation:

Hy = ey 2.1)

The equation expresses H as Hamiltonian operator while y represents wave function and €
indicates system's total energy. The exact solution of Schrodinger’s equation applies only to lone-
electron systems so researchers need approximate solutions to model systems with multiple
electrons. This chapter covers basic quantum mechanics concepts, introduces approximations for
solving Schrodinger’s equation, and discusses the Hohenberg-Kohn theorems, which form the
basis of DFT by using electron density instead of the wave function. It also explains the exchange-

correlation term and explores solving DFT equations using a plane wave basis.
2.2 Solving Schrodinger’s equation for a crystalline solid:

The physical properties of a solid stem from the behavior of its electronic structure. This
concerns the movement of light electrons around heavy nuclei, for which quantum theory provides

the perfect framework. In a quantum system with » electrons and N nuclei, congruent wave
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functions are necessary. In principle, the time-independent Schrodinger equation provides a way

to obtain these values.
Hy (7, R) = ep(7, R,) 2.2)

Both 7 andT?), represent the coordinates position of the electrons and nuclei, respectively.
The non-relativistic Hamiltonian H originates entirely from electrostatic interactions between

electron-electron as well as electron-nucleus and nucleus-nucleus forces together with kinetic

energies.
H = _5 n= Viz—;Zf":le 21 121 17 R|+ Zl;e] 7 r|+ th]lRl R)| (2.3)
Or in short form:
A=T,+T,+Up_py+Up_p +Up_, (2.4)

e T,: The kinetic energy of the nuclei.

e T,: The kinetic energy of the electrons.

e U, _,: The potential energy of interaction between the nuclei.

e U,_,: The potential energy of attraction between nuclei and electrons.

e U,_.: The potential energy of repulsion between electrons.

2.2.3 The Born-Oppenheimer approximation:

According to Born and Oppenheimer [5] the fast-moving and light electrons surpass the
slow-moving heavy nuclear masses so the nuclear motions can be neglected through the adiabatic
approximation. The elimination of nuclear kinetic energy makes nucleus-nucleus potential energy

into a constant that serves as the new energy origin. The Hamiltonian then becomes:
A=T,+U,_,+U,_, (2.5)

Under the adiabatic approximation of the Schrodinger equation the system wave function takes the

expression
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V(7 R)) = PGP (R)) (2.6)
Where:

o Y, (ﬁl) : nuclear wave function.

e Y, (7): electronic wave function.

There are several methods to solve equation (2.2), with the first being the free-electron

hypothesis introduced by Hartree and Hartree-Fock [6-7].
2.2.4 Hartree approximation:

The basic idea of this approximation relies on the assumption that the electrons move
independently of one another (i.e., without bonding or spin interactions), All electrons in the
system belong to a mean field that includes the combined presence of other electrons together with
nuclear elements. Thus, when observing two electrons, 1 and 2, the appearance of electron 1 with
coordinates 7y in orbital 1 is independent of the presence of electron 2 with coordinates 7, . The

Hamiltonian of such a system is expressed as:
H =% h() 2.7)
h(i): single-electron Hamiltonian.

When this happens the wave function of n electrons divides into separate wave functions that

describe each electron.

(@) = Xz, (M) (2.8)

The Schrodinger equation for n electrons becomes n single-electron Schrodinger equations:
1 > o > o — —
[_5 VZ 4 Ugre(7 R) + UH(Ti;Tj)] Y;(r) = e () (2.9

Uext(ﬁ-, ﬁ): The interaction between the electron7; and the nuclei with coordinates R.
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UH(?L-,?‘J-): The Hartree potential arises from the interaction between the electron with

coordinates 7; and the mean field of the additional electrons at coordinates 7.

2.2.5 Hartree-Fock approximation (1930):

To further simplify the Hamiltonian, the Hartree approximation [6] treats electrons as
indistinguishable particles. Since electrons are fermions (spin 1/2), Pauli’s exclusion principle
ensures that no two electrons can occupy the same quantum state. The Hartree-Fock approximation
in reference [7] develops Hartree's method by requiring wave function symmetry which produces
exchange interactions. The exchange interaction emerges because of Pauli’s exclusion principle
that derives from Heisenberg’s principle demonstrating that wave functions for a given system
need antisymmetric when two particles are exchanged. Fock present the wave function for n-
electron systems through linear compositions of independent electron wave functions arranged as

Slater determinants [8].

Vi) (). Pu(Fy)
1/)(;1’;2’___,;”,):\/% P1(72) ¢2(Tz) Pn(72) (2.10)

PiE) o) Yu(F)

1Y The wave function y represents a system containing n electrons that exists within the
spin-orbit representation. When electrons are exchanged in position between two elements this
results in two rows of the determinant (equation 2.10) being swapped leading to a sign change in
Y. The two electrons share the same spin-orbit state according to the Pauli-Heisenberg principle

as their wave functions cannot occupy the same state.

The exchange term defines the sole distinction between Hartree and Hartree-Fock
computational approaches. Each orbital suffers electrostatic mean field treatment in the Hartree-
Fock approach as the exchange operator represents the energetic changes resulting from electrons

having parallel spins occupying identical positions.
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2.3 Density functional theory DFT:

Real quantum mechanical systems resist direct solution of the Schrédinger equation
because of their excessive number of interactions. To tackle this challenge, one replaces the wave
function functional with a density functional, a technique called density functional theory (DFT).
We consider the qualification because it describes systems by using electronic density as the main

variable for a straightforward evaluation of electronic electronegative interactions.

The initial ideas in this direction were pioneered by Thomas and Fermi in 1927 with their
electronic density model. But, DFT as we know it today was formalized by the groundbreaking
work of Hohenberg and Kohn who put forward two fundamental theorems. These theorems say
that all properties of a system depend only on its electronic density and that a universal energy
functional exists which can determine this density in a certain ground state. These principles
formed the basis of modern DFT that has grown into an essential component of theoretical physics

and chemistry.

2.3.1 The two theorems of Hohenberg and Kohn:
Hohenberg and Kohn established DFT theory formally in 1964 by publishing two proof-

based theorems in their recognized papers [11].
2.3.1.A First Hohenberg-Kohn theorem:

Hohenberg and Kohn presented in their first segment that the ground-state electronic
density serves as a complete functional representation to describe the external potential. Hence, all
observables associated with this state are functionals of the external potential. Thus, energy
functional is defined as:

E = E(p) (2.11)
The simplification of the Schrodinger equation is one of the biggest advantages of DFT methods.
It just depends on the measurable p which is set in the physical space R3 Rather than on the 3N
dimensional configuration space. once the chemical potential is determined from the density p (7)
all electronic properties will become obtainable. It has a kinetic component; The potential
generates this quantity which functions as a functionally unique operator of the density. This is the

underlying result of DFT. The energy is now an implicit functional due to the exchange-correlation
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energy Exc(7) If the external potential changes, the density will change also. This Ex¢(7) is

composed of:

e The kinetic energy excess compared to the one of a non-interacting electron gas.
e The interaction energy (actual minus Hartree, while including all the multi-body

contributions.

One of the main points encapsulated in the first theorem is that the total energy and consequently
all physical properties derived from it are basis independent when it comes to the wave function

used to build the density.

2.3.1.B Second Hohenberg-Kohn theorem:

The theorem establishes that the minimum energy ground state density represents the actual

density while other ground state characteristics depend on this density. The theorem states:

E(po)=minE(p) (2.12)

The functional for the total ground state energy takes the following form:

E[p(P)] = Flo(P)] + [ Vexr (Mp(r)d3r? (2.13)
Where:

e V., is the external potential acting on the particles.

e F[p(¥)] is the universal functional by Hohenberg and Kohn, defined as:
Flp(] =<VP|IT+TV|¥ > (2.14)

The idea behind this function is to increase the overall energy and charge density of the

fundamental state for an agreed-upon external potential.

2.3.2 Kohn-Sham equations (orbital approach):

The Hohenberg-Kohn theorem stands as a theoretical basis which enables solving the

Schrédinger equation by using electronic density as its primary variable. The ground state energy

e —
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calculation proceeds through an iterative process based on variational principles due to the fact

that NNN interacting electron systems have their energy defined by a functional of density.

A new functional named F [p (r 7)] was introduced since it ignores specific details about
electronic systems to compute their total energy. The functional which has been mentioned
previously consists of two terms: Tei that represents electron kinetic energy and Vel representing
electron interactive energy. which are both functionals of the density. Yet, their explicit analytical

expressions for a N interacting electron system i.e., N interacting electrons are yet unknown.

The issue was addressed from a different angle by Kohn and Sham [12]. Similar to the known
expression of the classical potential energy (Hartree energy) they understood that getting an
accurate term for kinetic energy is crucial just as important. To establish this method, they created
a fictitious model with non-interacting electrons which possessed equal density p (r 7) as the

interacting system:
p(r) = XY (MY (M) (2.15)
The sum is carried out on occupied states.

Note that the electronic density p(r”) is a positive function of three three-dimensional

coordinates. It disappears at infinity lim p(¥) = 0, and participates to the total number of
T—00

electrons N in the whole space.

This makes the energy of the system in the ground state a functional of p(r”), which reads as the

minimum of the following auxiliary functional:

Elp(M] = Tlp(M] + Eulp(M] + Exclp(M] + [ V() p(r)d°r (2.16)

Wherever:

T[p(r")] is expressed by the following equation which it’s the kinetic energy:
1 «
Tlp()] = =5 50% [ Wi (r)V2¥; (r) (2.17)

Ey: The Hartree energy (Coulomb interaction of charge density distributions in the ground state)

is given by the following equation:
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1 Dp) '
Eylp(™)] = Ef%d% d3 (2.18)
Eyxc: The exchange and correlation energy it given by the next equation:

Exc[p(r)] = fgxc [p(r)]p(r)d3r (2.19)

Solving the ground state requires us to find a self-consistent solution to the Kohn-Sham eigenvalue

system.
[—%\72 + Vorr (1) + Vy(r) + ch(r)] Y, (r) = g¥;(r) (2.20)
V(r) = i = [ d*r' 22 2.21)
o) = 585 (2.22)
ext Zi(r)t (2.23)

&;: Represents the eigenenergy associated with the orbital ¥;.

The Kohn-Sham orbitals are provided by solving the Kohn-Sham equation.
' P
Vers () = Vers(0(r) = Vers () + [ d* 1" =2V (p(1) (2.24)

Kinetic energy is calculated through a setup of independent electrons moving in a powerful
Ve (r) field that matches the density of real electrons in nuclear-formed areas. Determining the
exchange and correlation term stays as the main unresolved issue in this approach. The exchange-
correlation part makes up only a small percentage of total energy compared to the electron kinetic
energy.

2.3.3 Exchange rate processing and correlation:

The theory of density function used within the framework of Kohn-Sham's orbital approach
remains exact in its formalization. The indefinite part of the function E/p/ gradually gave way to

the universal function F[p] and, finally, to the exchange and correlation energy Exc[p]. We need
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to analyze the method to define the exchange and correlation function with its set of approximate

values.

2.3.3.A Local density approximation (LDA):

In certain model systems, such as the uniform electron gas (which approximates the
conduction band electrons in a metal quite well), exact or very highly accurate expressions for the
exchange and correlation terms exist. In this Local Density Approximation (LDA) [13], we assume
that the electronic density is locally uniform and the exchange-correlation functional is assumed
by the following functional form:

Exelp] = [ p(r)exclp()]d? (2.25)
exc: The exchange and correlation energy of one particle in a homogeneous electron gas of a
given density. It can be located as the sum of an exchange and correlation contribution.

The LDA approximation produces correct results in some cases. By adding electron

density gradient information, the generalized gradient approximation first appeared.

2.3.3.B Generalized gradient approximation (GGA):

The Generalized Gradient Approximation (GGA) considers exchange-correlation
functionals that depend not only on the electronic density at each point but also on its gradient.
This results in a general expression of the following form:

EZSE41p(] = [ p(®) exclp@®, I7p([1d° (2.26)
Exc[p@), [Vp(@)|]]: Tt denotes the exchange-correlation energy per electron in an interacting
electron system.
2.3.3.C mBJ approximation:
Tran and Blaha [14] developed a fresh calculation approach for the energy gap that uses

modified Becke-Johnson potential. The updated version of the Becke and Johnson [15] functional

bj 1 |5 [2ts(r)
Vyo (1) = cvgf(r) + (3¢ — 2) - \/; /m (2.27)

Po = 2?2’1 |¥; 4| —>Electron density.

takes this structure:

1 . o .
to(r) = 52?271 |‘I’l-,,,|7ll’i'a|2 —Kinetic energy density
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vRB(r) ﬁ [1 — eXo _ %X,,(r)e‘xﬂ(r)] —The potential of Becke-Roussel

The Becke-Roussel potential is introduced to minimize the Columbian potential

X (r)Is solved by a nonlinear equation involving p o7, and Vipsty.

The function b, is written as follows:
1
. =[] (2.28)
The Becke-Roussel potential presented here is approximately equivalent to the Slater
potential used in the Becke and Johnson approach. The primary modification lies in the
introduction of the parameter C within the functional's formula. It is worth noting that when C=1,

the Becke and Johnson functional is recovered. This parameter is designed to depend linearly on

the square root of the average 2”(—(:)).
The form of C is given by:
1
_ _1 (P 3 )\
C=a+p ((Vce” [ D )) (2.29)

a, B Are free parameters

1
Vceni: The volume of the unit cell of the system with & = —0.012 and # = —1.023bohr:

2.4 The Full Potential linearized augmented plane wave method (FP-LAPW):
2.4.1 Introduction:

There are two major categories into which DFT methods are organized: all-electron and
pseudo-potential based methods. We are using a first category method that goes by FP-LAPW
(Full Potential-Linearized Augmented Plane Wave) method. This method is technically an
improvement of the augmented plane wave (APW) method proposed by Slater and was developed

by Andersen.

2.4.2. Augmented plane wave (APW) method:
Slater proposed the APW (Augmented Plane Wave) method in his article [16]. He stated

that the solution to the Schrodinger equation is a plane wave for a constant potential and a radial

function for a spherical potential. This led to the introduction of the muffin-tin (MT) approximation
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to describe the crystalline potential. According to this approach, space is divided into two regions,

as illustrated in Fig. 2.1.

Sphere «

Sphere

K

Interstitial region |

Figure 2.1: Distribution of the unit cell, an interstitial region and spherical regions: a and f3

spheres of muffin-tin rays and respectively. R, Rp

1. a region within muffin tin atomic spheres that surround the nuclei (index a and £) and do
not overlap.

2. the region outside the spheres, called the interstitial region (1).

Then, in a region far away from the nuclei (region (I)), electrons are relatively free. But, at
proximity to the nuclei (region (S)), their behavior is like that of the electrons surrounding an
isolated atom. Thus, one can describe electronic wavefunctions differently in spheres coordinates
and in non-spheres coordinates.

So far, we have introduced methods and approximations to compute these wavefunctions based on
their development in a specific basis set, the (L) APW (Linearized Augmented Plane Wave).
Here again the choice of this basis set is crucial not only to be sure about the reliability of the

results, but also to minimize the computation time necessary.

e —
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Therefore, the wavefunction ¢p(r) can be written as [17]:

& { 7172 2o Coe T (2.30)
Yim Aim (MU Yy (1)

With:

R, : The radius of the sphere MT.

Q: the volume of the cell

C; et Ay, - The coefficients of development in spherical harmonics Yy,

The function U,(r) is a solution of the Schrédinger equation for the radial part which is written as:

{—£+ 1(1+1)

dr? T2

V(r) - EJrUy(r) =0 (2.31)

V(r) is the Muffin-tin potential, and E;is the linearization energy. The radial functions are
orthogonal to all core eigenstates. But this orthogonality breaks down at the edge of Muffin-tin
sphere (MT). In order to make the function ¢p(7) continuous at the surface of the MT sphere, the
coefficients A, must be expressed in terms of the Cq coefficients of the plane waves defined in

the interstitial regions.

Some algebra shows that:
am gl .
Am =776 CaJy (K + GIr) Yy, (K + G) (232)
02 vt

Ji:Bessel's function

The origin is placed at the center of the sphere, and the coefficients A;,are determined
from the coefficients of the plane waves C;, by applying the continuity condition of the wave
function ¢(r) to the surface of the atomic sphere a. The energy parameters are called the
variational coefficients of the APW method.

A more flexible and effective basis to realize the band structure of crystalline lattices is the
so-called FP-LAPW method [17-18]. This manner avoids an APW-like division of the space to
two distinct areas. In this formalism, we can use more general basis functions in the Muffin-Tin
(MT) spheres than in the APW method: they are linear combinations of u;(1)Y,,(7) and energy
derivatives of u;(r)Y ,,(r) . The key difference with respect to APW, is that the basic functions

within the Muffin-Tin (MT) spheres are by themselves linear combinations of radial functions and
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their energy derivatives. These functions u; are defined as in APW method, but the function
U (r)Y (1) needs to satisfy the following condition:

{ dz  1(+1)

a2

V() - EJrUy() = Uy () (2.33)

In a non-relativistic treatment, the radial functions U,and U, assure continuity with plane waves
on the MT sphere's surface. The LAPW method's basic functions are based on the augmented

wave functions.

1 .
d(r) = {WZG Coelrior > Rq

(2.34)
ZimlAum (MU + B Ui]Y 1y (1) r<R,

Where B, are the ones that are accompanied by the function U, and U; they have the same nature
as Ay coefficients. Like the APW method, the LAPW functions are plane waves only in the
interstitial regions. Yet inside spheres, LAPW functions are superior to APW functions. Certainly,
when EIE | deviates from the band energy E slightly, a linear combination of U; and U, will fit
the radial function better than the APW functions a single radial function. It is now possible to
treat non-spherical potentials in the Muffin-Tin (MT) spheres without any difficulties.

The FP-LAPW method is an all-electron method (i.e. electron-electron interactions are
strong enough, so the contribution of every electron must be considered). Consequently, it is
needed a procedure that permits to solve the Kohn-Sham equations without losing the total

potential and accounting for the whole set of electrons.

2.5 The Wien2k package:

the Wien2k code is a DFT and FP-LAPW based computational code written syntactically
in Fortran. Developed by Peter Blaha and Karlheinz Schwarz [19], it was first released in 1990.
The C-SHEL script ties together the code, which can be used to run self-consistent calculations
with a number of independent programs. So, to start, let’s create some input files. Among these,
the "case. struct” file is the main input file that describes the structure, including the lattice
parameters, atom positions in the unit cell, crystal lattice type, atomic number for each atom, and
the space group.

Once the "case. struct". To create the necessary files to carry out a self-consistent field

(SCF) calculation, we need to run multiple commands after generating the struct file.
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Figure 2.2: Program organization chart in WIEN2k
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e NN: This program calculates the distances between the nearest neighbors in a crystal. It helps
determine atomic radii and checks for the overlap of the Muffin-Tin spheres, which is crucial for

an accurate modeling of the electronic structure.

e sgroup: Using the data from the « case.struct » file, this program determines the space group of
the crystal and all the point groups of the non-equivalent sites. It then generates a structural file

with the appropriate network type, taking into account the symmetries of the system.

e Symmetry: This program generates the symmetry operations of the space group and writes them
in the « case.struct_st » file. Additionally, it determines the point group of each atomic site, which

is important for symmetry calculations of electronic wavefunctions.

e kgen: It generates a k-mesh in the Brillouin zone. This mesh is used for sampling wavefunctions

in reciprocal space, which is essential for band structure calculations.

e dstart: This program generates the initial charge density by superimposing atomic densities
generated by the « Istart » program. This provides the first estimate of the electronic density for

the self-consistent calculation.

e LAPWO: This program calculates the total potential from the electronic density, taking into

account electron-nucleus interactions as well as exchange and correlation effects.

e LAPWI: It constructs the Hamiltonian and calculates the eigenvectors and eigenvalues through

diagonalization, thus determining the valence and conduction bands of the system.

o LAPW?2: This program calculates the Fermi energy and valence densities, which are necessary

for determining the global electronic properties of the system.

e Lapwdm: This program calculates the density matrix necessary for generating orbitals in the

charge density and potential calculation.

e Lcore: It calculates the core states for the spherical part of the potential, which allows handling

core effects and the central region of the Muffin-Tin sphere.

e Mixer: The « Mixer » program is responsible for mixing the electronic densities of core, semi-

core, and valence states to generate the input density for the next iteration. In this process, the input
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and output densities are combined, and a convergence criterion is applied to ensure the calculations

reach a stable solution.
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Chapter 111 Results and discussion

3.1 Introduction:

Rare-earth intermetallic compounds [1] stand out because their magnetic properties heavily
depend on their composition as well as their crystallographic features. The magnetic attributes of
intermetallic compound DyFesNii2 stand out because it consists of Dysprosium (Dy), Iron (Fe) and
Nickel (Ni). Dysprosium exhibits distinguished characteristics of having an extensive magnetic
moment. The mixture finds its primary application in producing advanced magnets. The magnetic
properties of DyFesNii2 enhance when ferromagnetic Iron and Nickel elements are included which
implies that the material might exhibit intricate magnetic configuration. No work has studied the
unique characteristics of mechanical and electronic properties observed in this compound despite
reasonable predictions. The research aims to analyze the influence that Dysprosium produces on
material attributes. Scientific research explores DyFesNii2 potential both as a permanent magnet
and for magnetic refrigeration applications and other magnetic purposes [2]. Nickel makes the

material more chemically stable and enhances its resistance to oxidation.

3.2 Method of calculation:

Our research uses the Wien2k code that depends on the scientific model of density
functional theory (DFT). The exchange correlation energy within the local spin density approach
of the density functional theory (DFT-LSDA) serves as its representation [3]. The Von Barth-
Hedin (VBH) [4] version specifies the parameters for Local Spin Density Approximation (LSDA)
when dealing with systems that require two spin densities [p(r)1 and p(r)] ]. The parameter defines
combined spin density as [p(r)T = p(r)T + p(r)]]. The calculations ran multiple times until both the
distribution of charge density reached (10~ Ry) and satisfied the convergence standards while
showing consistent computational results. The integration of Brillouin zone (BZ) used a k-point
mesh consisting of 2000 points throughout the self-consistency rounds. We achieved converged
energy with a satisfactory volume curve through RMT settings (Dy=2.2300, Fe=2.1300,
Ni=2.1600) and Rmt x KMAX=8 and GMAX=14 (a.u) —1 and Imax=8. Here, Imax represents the
highest value of angular momentum while Gmax stands for Fourier expansion of charge density
and RMT indicates muffin-tin sphere radius minimum with Kmax as highest Fermi wave vector.

The Birch-Murnaghan’s [5] equation of state (EOS) enabled researchers to obtain optimized
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structures of DyFe;Nip2 at these conditions. The WIEN2k program allowed elastic calculations

which utilized the IRelast Package for execution.

3.3 Structural data:

Extending FeNiz [6] cubic phase into (2x2x2) supercell followed by deposition of
dysprosium (Dy) atoms at select iron (Fe) sites produces the new cubic compound DyFe3Nii» with
Im-3m 229 space group and 90° lattice parameters of a = = y. The crystalline constructs
illustrated in Fig. 3.1 originate from VESTA software programming. Table 3.1 below represents

the atomic position.

Compound Atoms Wyckoff (position) | Coordinates (X, Yy, z)
DyFesNii2 Dy 2a (0,0,0)

Fe 6b 0,1/2,0)

Ni 24h (1/4,1/2,1/4)
FeNis [26] Fe la (0,0,0)

Ni 3¢ 0,1/2,1/2)

Table 3.1: Atomic position of Dysprosium, Nickel, Iron in DyFe;Ni2 and FeNis

67



Chapter 111 Results and discussion

Figure 3.1: (A) The atomic structure of DyFe3Nii2 (B) The atomic structure of FeNi3

The calculation uses the LSDA approximation to find ground state lattice constants by

optimizing structure parameters. The Birch-Murnaghan’s equation of state follows as the next step.
~ ovoBo [ (Vo) 2/3 3 ) Vo\2/3 2 Vo\2/3
E(V) = E, + 1—6{[(7) - 1] By + [(7) - 1] [6 —4 (7) ]} 3.1)

Vo represents the volume while By stands for bulk modulus and Eo represents the total
ground state energy during the analysis process. Total energy serves to evaluate both the internal
system components and the convergence behavior of the system. We execute volume optimization
for the non-magnetic as well as the ferromagnetic and antiferromagnetic states after setting their
configurations. Fig. (3.2) presents volume optimization data which demonstrates that DyFes;Nii2
possesses ferromagnetic characteristics because ferromagnetic state resulted in the minimum total
energy relative to other magnetic states. The final energy analysis shows that DyFesNiiz has the

most stable state when it exists in a ferromagnetic arrangement.

68



Chapter 111

Results and discussion

AJ L Al L) A Ll
-~
68385 5 + AFM
— 0
—1Y
48385 0 4 A
<~ G8385.7 4 R
=
|
' 683858 - .
il
£8305.0 4 \ J
L8386.0 ~ \\\_’__,,// -
683861 T T v T T T T
1000 1060 1100 1150 1200 1250 1300
Volume (A"3)

Figure 3.2: Volume optimization curve shows the 3 states (Antiferromagnetic Green line,

Ferromagnetic Red line and non-magnetic blue line).

The next step requires evaluation of structural parameters including lattice parameter (a)

and minimal volume (V) regarding cohesive energy (Econ) [7] and formation energy (AEfom) [8]

separately. Table (3.2) presents structural data which provides information about the material's

stability features alongside its bonding characteristics. The optimized crystal structure exhibits the

lattice parameter whereas minimal volume represents material stability. The cohesive energy

defines material bonding strength and formation energy indicates material resistance to its

constituent elements.
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Compound

parameter (a)

Lattice Volume Econ AEform

Young module B

DyFesNii2 6.999 A 342.853 A?

FeNis [26] 3.5374 44.264 A® / -0.090 eV

164.52 eV -1.444eV  4.8662 GPa

222.4305 GPa

199 GPa

Table 3.2: The structural result after getting minimal energy by using Birch-Murnaghan's

equation.

3.4 Magnetic results:

Table (3.3) below shows the calculated magnetic moment and per atom moment after

confirming ferromagnetic behavior of DyFe;Ni2 From the minimal energies.

Compound Moment per atom (UB) Moment total (uB)
DyFesNii2 Dy=4.89636 18.96928
Fe=2.78965
Ni=0.49715
FeNis [27] / 5.28

Table 3.3: Magnetic data of the intermetallic DyFe3;Nii2 and FeNis

In the magnetic moments per atom calculations of DyFe3;Niji2 some combination of

elements emerges where Dy rare earth atom reveals a significant value of nearly 4.90 ug. High

atomic magnetic moment appears in Dysprosium chemistry because its 4f electrons create stable

localized magnetic moments through minimal neighbor interactions.

The magnetic property of Fe atoms amounts to 2.79 ug highlighting their ferromagnetic

alignment as present in transitional metals that feature partially filled 3d orbitals. The strengthened

magnetism within the Fe sub-lattice makes these active Fe atoms likely to enhance material

magnetic properties because of this high magnetic moment value.
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The incorporation of Nickel (Ni) atoms in DyFesNii2 material produces magnetic moments
ranging at 0.50 pg without affecting the magnetism levels in this system. The magnetic
arrangement of Ni atoms occurs through Fe atomic interactions together with the prospect of Dy
atomic interactions since N1 atoms do not become overly magnetic in this system.

Based on our calculations the DyFe3Nii> has a total magnetic moment of 18.97 ug for each
formula unit proving its significant magnetic properties. The significant total magnetic moment of
DyFesNip2 underlines the combined magnetic properties of all Dy, Fe and Ni atoms thus enabling

the material to operate as a promising magnetic technology requiring high magnetic moments.

3.5 Electronic structures:

3.5.1 Partial density of states:
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Figure 3.3: Shows the curves of density of state of DyFe3Ni12, (a) represent the iron-Fe curve,
(b) illustrate the Nickel-Ni curve, (c) show the Dysprosium-Dy curve and (d) the total dos of
DyFe3Nil2
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Fig. (3.3.a) Displays the density of states for Iron (Fe) which serves as a technological
metal mainly because of its ferromagnetic behavior. This graph illustrates both the total DOS and
its component parts from s-orbitals and d-orbitals. For the energy values the Fermi level defines
the reference point where the value equals zero. The result establishes that d-orbital electronic
states clearly dominate the states near the Fermi level by showing distinct peaks in the green curve.
D-electrons dominate the electronic properties of transition metal such as Fe which leads to
significant effects in its magnetic and electronic behavior. The localized states present in the DOS
data at -4 eV have a dominant influence on the ferromagnetic properties of the material due to their
distinct features. The study confirms the Stoner model prediction of spontaneous magnetization at
positions where the Fermi level contains high density of states [9]. The s-orbital states show
negligible participant in essential electronic interactions near the Fermi energy level as exemplified
by the blue curve. The DOS profile highlights the dominant role of d-electrons in both magnetic

properties and conduction nature of iron while certifying it as a fundamental d-band metal.

The Density of States plot depicted in Fig. (3.3.b) demonstrates the orbital components
from s, p and d groups of Nickel (Ni). This diagram sets the Fermi level at 0 electron Volt while
using electron Volt units as its measurement standard. The entire DOS exhibits an extensive black-
colored peak near the Fermi level that results from d-orbital states indicated in green. Nickel
demonstrates dominant d-electron behavior which determines its high electrical conductance and
magnetic capabilities because of its electronic structure [10]. According to d-band theory the
positioning of the d-band center affects catalytic activity hence explaining why d-electrons play a
vital role in electronic and catalytic applications [11]. Near the Fermi level, s and p orbitals have
an extremely low contribution according to the red and blue curves displayed in the results.
Experimental data shows that d-electrons represent the dominant component for producing
fundamental properties of both catalytic activity and magnetism in nickel metal. The d-bands in
DOS show narrow distributions through their pronounced definitions. Narrow bands exhibit strong
electronic correlations together with potential spin-polarization effects which are essential for

spintronic applications.

The DOS distribution of Dysprosium (Dy) appears in Fig. (3.3.c) where the calculation
shows separate DOS measurements of both spin-up and spin-down states. The black line depicts

Dy-total which integrates the entire DOS structure of Dysprosium through its spin-up and spin-
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down states while the curve symmetry below and above the x-axis measures the balance of its spin
states. There are multiple discernible features in Dysprosium's total density of states curves that
stem directly from its strong spin-dependence characteristic found in magnetic materials. The red
line (Dy-f) indicates sharp peaks which appear in the red curve below the Fermi level at -4 eV
suggesting that f electrons mainly determine magnetic properties. Dysprosium reveals extensive f
electron dominance in its magnetic system because of significant variations between spin-up and
spin-down contributions at these peaks. The self-symmetrical s electron contribution exists to a
small extent for both the spin up and spin down states of Dy-s orbitals. The weak nature of s
electron delocalization prevents them from affecting material magnetic responses therefore their
influence remains weak based on these data. The analysis depicts some distribution of state (DOS)
for Dysprosium where spin up and spin down DOS exhibit noticeable differences particularly in
areas containing f electron states. The significant difference between spin up and spin down states
establishes the magnetic property of Dysprosium. The strong spin polarization of f electrons
beneath the Fermi level proves beyond doubt that they determine Dysprosium's magnetic
properties. Sharp f spin polarized DOS peaks demonstrate the localized strong nature of magnetic

f interactions.
3.5.2 Total DOS:

Fig (3.3.d) shows the spin polarization of the DyF3;Nii2 obtained through compound DOS
analysis which delivers essential details about the electrical and magnetic characteristics. The DOS
analysis separates electron states for both the spin-up and spin-down electrons which indicates the
material contains substantial magnetic ordering. DOS shows strong peaks just below the Fermi
level which specifically locate at -4 eV because of localized electronic states from Dy and f and
Fe and Ni. The asymmetric distribution of spin-up and spin-down states also features below the
Fermi energy indicating this material has an inherent magnetic moment that can demonstrate
ferromagnetic or ferrimagnetic behavior in DyFesNij2. The DOS imbalance that occurs at the
Fermi level specifically indicates that spin-dependent interactions exist in this material to create
its magnetic properties. The electronic states that localize at -4 eV indicate a robust magnetic bond
between atomic elements which establishes f-electron contributions from Dysprosium while d-

electron contributions mainly come from Nickel and Iron. Spin-polarized DOS shows that
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electronic structure stands as a crucial factor to explain DyFesNii2's magnetic behavior which

means it has potential as a significant subject for spintronic and magnetic material research.

3.5.3 BAND STRUCTURE:
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Figure 3.4: The band structure of DyFe3Nii> with (a) represent spin up bands and the (b) show

the spin down bands and the both attached with dos curves.
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The Brillouin zone depiction of the spin-up channel follows the high symmetry points T,
H, N and P for DyFesNij». as shown in Fig. (3.4.a). The majority spin structure contains bands that
intersect the Fermi level which confirms its metallic nature in each spin channel. Both spin-up and
spin-down band structures need closer analysis to detect any asymmetry patterns that would
indicate spin-polarized characteristics. This material shows band asymmetries which indicate its
potential use as a spin-dependent transport system for spintronics applications together with
DyFesNii2 [12]. The spin-dependent band structures properly explain DyFesNij2 magnetic
properties which makes it highly promising for possible strong magneto-resistance effects during

spintronics device development.

This work featured Fig. (3.4.b) showing the DyFesNi; electronic band structure spin-down
signal which moved identically through the Brillouin zone with the spin-up data 1. Some electronic
bands from the Fermi level indicate metallic behavior in the spin down channel of the system.
Electron conductance in the spin-down state mainly arises from the crossing patterns observed
between electronic bands. In transition metal-based alloys such nature appears because the d band
states possess numerous states that allow a high states density at Fermi level resulting from band
overlap [13]. Numerous crossing bands in the band structure reveal significant d-state and f-state
interactions and hybridization between Fe and Ni atoms and between Dy components. The
magnetic characteristic variations and spin polarization potential make this material suitable for
both magnetic storage and spintronic applications [14]. DyFes;Nii> demonstrates excellent spin-

down electron conductivity because the material lacks a band gap.
3.6 Elastic properties:

A set of characteristics are defined through elastic moduli like young’s modulus, shear
modulus, and others, as well as elastic wave velocities (compressional and shear) [15]. These
properties provide light on the material's ability to withstand external loads, as well as the specific
threshold values at which it can maintain mechanical strength [16]. In order to obtain mechanical
properties, the C; parameters must be determined, they are, respectively (Ci1, Ci2, Ca4) [17],
predictions of longitudinal compression, transverse expansion, and shear modulus. Moreover, the
factors are explicit of Im-3m space group, a cubic crystal should undergo the Born and Huang

conditions [18] to be mechanically stable. which encompass three specific criteria:
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Ci1+2C, >0
C11—C12>0 (3.2)

Ci11>0,C44>0
We using the DFT Method to get elastic proprieties developed by Morteza Jamal IRelast package
[19], Using the elastic constants presented in Table 4, many properties will be calculated including,
Young’s modulus (E), anisotropy factor (A), Pugh’s ratio (B/G), Voigt- Reuss shear modulus (G),

Cauchy pressure (CP), Poisson’s ratios (v), bulk modulus.

The bulk modulus (B) measures a substance's resistance to compressive forces. Defined as:

B =228 3.3)
Where By, = @ 3.4)
and B = S5z (3.5)

3

Reuss and Voigt [20] can formulate the bulk (shear) modulus developed as Br (Gr), and Bv (Gv)
respectively. The information of the hardness of material can be provided by shear modules and
the value of intrinsic rigidity of materials can be calculated by the young’s modulus using the

following equation

_ Gv+GR

G > (3.6)
Where Gy = it (3.7)
And Gp = _(€11-C12)5Ca4 (3.9)

T 4C44+3(C11—C12)

Measuring the stiffness of a solid material is Young's Modulus (Y), which is also known as the
modulus of elasticity. It measures the degree of stretching or compression a material will undergo

in response to a given force.

_ 9GB
© G+3B

(3.9)
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In physics, anisotropy denotes the directional dependence of characteristics in a crystal. The Zener
anisotropy factor (A) serves to quantify both the extent of anisotropy and the presence of

microcracks. Motioned in Equation (10)

2Cy4
C11—C12

(3.10)

In materials demonstrating isotropy, the value of 'A' must precisely be 1. Any deviation from this
value would indicate that the material is anisotropic [21]. The brittleness or ductility of DyFesNiiz

[22] can be deduced from Pugh’s ratio B/G.

The ductility of a material can be determined by the following conditions:

g > 1.75  for ductile materials (3.11)

g <1.75 for brittle materials (3.12)

Investigated Pugh’s ratio values presented in Table 3 also establish the ductile characteristics of

DyFesNij.

The structural stability of a material can be determined from its internal deformation
coefficient (). The values of & for DyFe3Nil2 are shown in Table 4. The estimated elastic
constants (C11 and C12) are used to solve for & by Equation (13).

_ C11+8Cq12
7C11—C12

£ (3.13)

The Poisson ratio v, which assesses a material's capacity to compress, is mathematically

represented as follows:

_ 3B-2G
" 2(3B+6)

(3.14)

v < 2.6 for brittle materials or v > 2.6 for ductile materials

Equation (15) uses the computed elastic constant Cy; to get the melting point Tmel. Table (3.4)

shows the Tmel:

Tmel = [553°K + (5.19 X C;)] + 300°K (3.15)
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DyFesNii, FeNi;
Elastic parameters Values Values
Cu 309 GPa 285 GPa
Cr; 179 GPa 156 GPa
Cu 132 GPa 134 GPa
B 222 GPa 199 GPa
Gr 93 GPa 94 GPa
G, 105 GPa 106 GPa
G 99 GPa 100 GPa
Y 260 GPa 257 GPa
Poisson’s Ratio (v) 0.3055 0.29
Pugh’s Ratio (B/G) 2.2377 1.99
Frantesvich’s Ratio (G/B) 0.4469 0.50
Anisotropy (4) 2.0444 0.67
Internal Strain (&) 0.8791
Melting Temperature (7. 2378 £ 300 K 1438 K

Table 3.4: Values of elastic proprieties of DyFe3;Nii2 and FeNi3

Computed elastic properties of DyFesNii2 from table (3.4) provide important information
on mechanical stability with good practical applicability. Specifically, the three major elastic
constants, Ci1, Ci2, and Cas, are determined to be 309 GPa, 179 GPa, and 132 GPa, respectively,
reflecting strong interatomic forces with a firm structural background. Also, with a bulk modulus

B = 222 GPa under applied pressure, the resistance to volume compression is very high. The
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theoretical shear moduli of Gr = 93 GPa, Gy = 105 GPa, and the average G= 99 GPa indicate fair
resistance to the shape deformation that enhances the rigidity of the compound as a whole. The
attained value of the Young's modulus Y=260 GPa gives evidence for important stiffness whereas

the Poisson's ratio is equivalent to 0.3055, showing quite good stability with some brittleness.

Pugh ductility to brittleness is 2.24, hence balanced, Frantesvich's ratio is 0.45 and elastic
anisotropy factor A is 2.04, thereby indicating that the material is anisotropic elastically and hence
would show mechanical response variance with crystallographic direction. The internal strain, §
has been computed to be 0.8791 within the generally observed range and representing minimum
distortion under the applied stress. Besides, the calculated melting temperature of 2378 + 300 K
reflects high thermal resistance and further indicates that DyFesNii. can be used under high-
temperature conditions. The characteristics all combined support DyFesNii» for application in

conditions requiring resistance against mechanical failure and thermal stability.
3.7 Thermoelectric result:

Using the Boltzmann transport theory, the BoltzTrap code allows us to calculate
thermoelectric properties. To exhibit promising thermoelectric properties, the -electrical
conductivity is high, the Seebeck coefficient is large and the electronic thermal conductivity is as
low as possible. A high electrical conductivity enables good charge carrier movement within the
material, while a large Seebeck coefficient manifests the potential of a material for converting
temperature difference into electric voltage. The low electronic thermal conductivity is similarly
important because it restricts heat transfer through the charge carriers, thereby maintaining the

temperature gradient necessary in devices for appropriate thermoelectric performance [23].

We theoretically studied the thermoelectric properties in the 50-800 K temperature range
by considering the main relevant parameters, by way of electrical conductivity c/t, with t as the
relaxation time, Seebeck coefficient S, electronic thermal conductivity k%/t, power factor S%c, and
figure of merit ZT. All the properties plotted in this temperature range are for a fixed chemical
potential, i.e., u=EF= 0.69205 Ry., where EF is the Fermi energy. This amount of chemical
potential offers the opportunity to regularly compare and estimate thermoelectric efficiency for

various temperatures.
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Figure 3.5: The conductivity the electrical ¢ (a) and Seebeck coefficient S (b), thermal

conductivity k0 (c) curves.
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Fig. (3.5.a) illustrates the temperature dependency of the electrical conductivity each value
of relaxation time o/t, for the spin-up and spin-down states of the intermetallic compound DyFe;
Nip2. the 6 values for the spin-up part initially exhibit a high conductivity value of approximately
5.1x10%° (Q-m-s) ! at low temperatures, which rapidly decreases as temperature increases up to
around 100 K. Beyond this point, the conductivity stabilizes, with a slow decline observed across
the higher temperature range, reaching a value around 4.8x10%° (Q2-m-s) "' at 800K. This curve
suggests that the spin-up carriers in DyFesNij> have high mobility at low temperatures, but as
temperature rises, thermal scattering likely reduces their effective conductivity, leading to a

relatively stable but diminished o/t at higher temperatures.

for the spin-down component, which display a distinctly different temperature dependence.
The conductivity starts off low at about 4.5x10' (Q-m-s) !, and almost begins to rise in a straight
line upon increasing temperature and 800 K where it levels off at around 8.5%10'° (Q-m-s) ~!. This
indicates, that the presence of heat is probably aiding the mobility or concentration of carrier spins
of DyFe3Ni» that are usually referred to as spin down, which works against the normally scattering
effect [24] which reduces conductivity with temperature rise. It might be an indication of peculiar
features in the electronic band structure with respect to the spin down state for this solid. Across
the spin down and spin up channels, the spin dependent electrical properties of DyFesNiiz are
shown by lower o/t ratio where the 7 is the relaxation time. There is spin up channel conductivity
suppression with temperature rise which is likely associated with increased phonon or defect
scattering. however, the spin down channel has findings of thermal enhancement in conductivity
which suggests that the carrier dynamics might enhance from the action of heat. Due to this
opposing behavior, DyFesNii2 is suitable for spintronic or thermoelectric applications where the

spin-polarized conductivity needs to be controlled.

The spin-up component of the Seebeck coefficient displayed in Fig. (3.5.b) shows a
negative S value of about -6.0 x 10°¢ V/K at low temperature which corresponds to carrier
conduction of electrons. With increase in temperature, although the S value remains negative, it
gradually tends to become positive with the zero cross over happening at about 150 K. After this
temperature, the coefficient rises more suspect and reaches a maximum value of about +4.0 x 107°
V/K at high temperatures where it appears to level off. This behavior signifies that with increased

temperatures, there is a transition in thermoelectric conduction from electron like (negative S)
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conduction to hole like (positive S) conduction due, the movement of carriers with temperature is
believed to cause a change in the electronic band structure. In the case of the spin down branch,
the Seebeck coefficient is seen to vary positively in the whole range of temperatures, very close to
zero at first and quite rapidly increasing to approximately 8.0 X 1075 V/K at around 300 K. Above
this temperature, the coefficient continues to increase, although at a gentler rate, increasing up to
a certain value and then ceasing to change. The spin down channel has a significantly larger
positive Seebeck coefficient which infers that hole-like conduction could be active. The
observation that the Seebeck coefficients related with the spin up and spin down components of
the thermoelectric material vary considerably suggests the presence of a significant spin
thermoelectric effect which is likely beneficial in relation to its bearing on materials suitable for

spintronics [25] and designed thermoelectric materials.

In Fig. (3.5.c), the thermal conductivity coefficients k0 of DyFesNii2 in both spin
orientations display a close to linear increase in thermal conductivity with temperature. Whereas
with regard to the up-spin channel, the value of k0 reaches 9 x10'> W/m.K.s at a temperature of
800K, the down spin channel value is 2.75 x10'° on the same spin up channel. This linear growth
indicates that thermal conductivity is a function of temperature in the sense that it is less at low
thermal energy but increases with increase in thermal energy. It appears that the thermal
conductivity of DyFesNiiw2 is largely influenced by the spin-up channel especially for higher
temperatures. The notable disparity in conductivities with respect to spin up and down states could
lead to interesting uses in turn on and turn off thermal and electrical conductance in devices like
thermoelectric and spintronic devices, which would take advantage of heat and electrical flow

based on spins.
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Figure 3.6: The curves of Power factor PF (a) and figure of merit ZT (b) with both spins (spin up
with blue color and spin down with red color).

Fig. (3.6.a) Shows the change in power factor with increasing spin up and increasing spin

down in a DyFes;Ni», the power factor for the spin up begins with a value of 1.8 x10'® W/m.K2.s

at 50K there is an explosive drop to zero at 150K, further to that the PF Value begin to rise with

elevation of the temperature until a value of a 1.25 x10'® W/m.K?.s is attained at 800K temperature.

The PF for the spin-down channel shows a different trend, where it begins almost at zero value

and rises with temperature until it attains a maximum value of 6.5 x 10'! at about 700 K, and
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thereafter maintains stable values at higher temperatures. This indicates that the spin-down channel

might benefit the thermoelectric enhancement only at high temperatures regions.

In general, DyFesNii> demonstrates opposite trends with respect to the spin-up and the spin-
down channels, and these features may be used in spintronic devices in which the transport of one
of the spins is sought. Both channels exhibit high PF at higher temperatures, hence DyFesNii. may

have potential use in thermoelectric applications operating at elevated temperatures.

As it can be realized in fig. (3.6.b), irrespective with the spin orientation, the figure of merit
(ZT) remains low. To be more specific, the spin up component has a ZT value of 0.0016 at 50 K
and begins to decrease to 0 as high as 150 K. And after that, between 150 K and 800 K, ZT gets a
bit higher than before and reaches a value of 0.0012. All these changes indicate that there is poor
or low thermoelectric performance in the given range of temperature, and little or no variation in

the performance is attained above 150 K.

On the other hand, the spin-down component has been shown to climb in its figure of merit
(ZT) from zero and even up to a highest ZT value of 0.22 at operating temperatures ranging from
100 K to 600 K. This ZT reaches a peak and after that, there is a drop unit ZT = 0.20 observed
between 600 K and 800 K. This higher value and the subsequent lower value imply that the
contribution of spin down plays an important role in attaining high thermoelectric performance up

to 600 K, but loses some effectiveness for higher temperature
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GENERAL

CONCLUSION

e




General conclusion

In this thesis, we conducted a broad theoretical study of the intermetallic compound
DyFesNii2 using state-of-the-art quantum mechanical techniques based on DFT as implemented
within the WIEN2k code. This work addressed an extensive range of properties, which consisted
of structural, magnetic, electronic, mechanical, and thermoelectric characteristics. And we

Compare it With the FeNi3 Compound which is the origin of our alloy.

The study started by giving an in-depth presentation of intermetallic alloying, including their
variety of structures, formation pathways, and wide range of applications, especially in the case of
rare-earth and transition metal elements. The material presented above provided a basis for
interpreting the complicated features of DyFesNii2.The ferromagnetic state of the compound
proved to be stable, as shown by the results of our structural optimization and total energy
calculations. Our magnetic analysis showed a robust ferromagnetic behavior, which is mostly
supported by the exchange interactions between Fe, Ni, and Dy sublattices. Studies of the
electronic structure, using both density of states and band structure, showed the compound is
metallic in nature, with a high spin polarization, thus confirming its magnetic state. Elastic property
assessments indicated mechanical stability and ductility indicative of its ability to frame
withstanding stress. Moreover, thermoelectric analysis showed moderate performance with a
discernible spin dependent behavior in the transport terms implying prospective usage in spintronic
and thermoelectric devices. In a nutshell, DyFesNii» has a compromise of useful properties that
qualify it to be utilized in magnetic, structural, and energy conversion technologies. Our study
does not just contribute to a better understanding of rare-earth intermetallics but also supplies a

framework for future tests and materials refinements.

89



