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Preface 
 

This course is designed to familiarize students with emerging technologies and their 

applications in modern information and communication techniques, including RFID, 

wireless sensor networks, and GSM networks. Targeted at second-year Master's students 

in Computer Science, specializing in "Networks and Distributed Systems," the course 

begins by covering fundamental access protocols and the concept of QoS in WLANs. It 

then explores the evolution of next-generation wireless networks, such as IEEE 802.11, 

802.15, and 802.16. Additionally, it addresses routing and QoS in ad hoc networks, 

followed by a focus on wireless sensor networks, their key applications, routing, and 

security. The course concludes with a discussion on vehicular networks and network 

security.  

On completion of this course, students will be able to: 

• Explain the different wireless networks and their evolution 

• Acquire a basic understanding of access protocols in WLANs 

• Discuss the main axes of ad hoc networks 

• Understand wireless sensor networks 

• Emphasize the essential notions of vehicular networks 

• Summarize the main techniques for securing networks 

Learners are required to: 

• Have a basic understanding of computer networks 

• An understanding of fiber optic technology 

• Knowledge of radio waves 
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Conceptual map 
 

It provides an organized structure for understanding how the topics of this course are 

interconnected. This map is used to help both instructors and students better grasp the 

overall flow and hierarchy of the subject matter. 
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Chapter 01 : State of the art and evolution of wireless 
networks 

 

 Introduction  

Wireless networks are computer networks that are not connected by any type of cable. 

Using a wireless network enables companies to avoid the costly process of introducing 

cables into buildings or as a connection between different equipment locations. The basis 

of wireless systems is radio waves, an implementation that takes place at the physical 

level of the network structure. In this chapter, we'll look at the different types of wireless 

networks and their chronological evolution. 

 Wireless network types 

One way of categorizing the different types of wireless network designs is by their scope 

or scale. For historical reasons, the networking industry refers to almost all design types 

as some kind of area network.  

• WPAN - Wireless Personal Area Network 

• WLAN - Wireless Local Area Network 

• WMAN - Wireless Metropolitan Area Network 

• WWAN - Wireless Wide Area Network 

Table 1.1. Types of wireless networks 

Type Range Applications Standards 

Wireless personal area 
network (WPAN) 

Within reach of 
one person 

Replacing cables for 
peripherals 

Bluetooth, 
ZigBee, NFC 

Wireless local area 
network (WLAN) 

In a building or on 
a campus 

Wireless extension of 
wired network 

IEEE 802.11 
(Wi-Fi) 

Wireless Metropolitan 
Area Network (WMAN) 

Within a city Inter-network wireless 
connectivity 

IEEE 802.16 
(Wi-MAX) 

Wireless wide area 
network (WWAN) 

On a global scale Wireless network access Cellular (UMTS, 
LTE, etc.) 
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1.2.1. Wireless personal area network (WPAN) 

A Personal Area Network (PAN) connects electronic devices in a user's immediate area. 

The size of a PAN varies from a few centimeters to a few meters. One of the most common 

examples of a PAN in the real world is the connection between a Bluetooth headset and a 

smartphone. A wireless personal area network (WPAN) is a group of devices connected 

without the use of wires or cables. Today, most PANs in everyday use are wireless. 

WPANs use short-range wireless connectivity protocols. Wireless connection methods 

include Bluetooth (the most common), WIFI, IrDA and Zigbee. 

1.2.2. Wireless local area network (WLAN) 

A wireless local area network (WLAN) is a group of co-located computers or other devices 

that form a network based on radio transmissions rather than wired connections. A Wi-

Fi network is a type of WLAN. WLANs use high-frequency radio waves and often include 

an Internet access point. A WLAN enables users to move around the coverage area, often 

a home or small office, while maintaining a network connection. 

1.2.3. Wireless metropolitan area network (WMAN) 

The Wireless Metropolitan Area Network (WMAN) is a type of Metropolitan Area 

Network (MAN), the only thing being that the connectivity is wireless. It extends over 

several locations in a geographical area and serves a range of over 100 meters. It's a type 

of wireless network with a coverage area about the size of a city. Typically, it extends or 

covers an area larger than the wireless local area network (WLAN) but smaller than the 

wireless wide area network (WWAN). WMAN connections can be point-to-point or point-

to-multipoint networks. It's a newer networking technology that complements certain 

wired technologies such as Gigabit Ethernet and SONET over IP. WMAN technologies 

include Wi-MAX, LMDS and MMDS. 

1.2.4. Wireless Wide Area Network (WWAN) 

A Wireless Wide Area Network (WWAN) is a specific type of network that sends wireless 

signals beyond a building or property. Wireless WANs and wireless LANs also differ in 

the types of signal processing technologies they use. A WWAN can use various types of 

cellular network systems to send signals over a longer distance. Large telecoms providers 

like Algeria telecom usually support a wireless WAN in one way or another, and these 

large network types often require certain types of encryptions or security that a local 
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network may not need. WWANs use cellular telecommunications network technologies 

such as 2G, 3G, 4G LTE and 5G to transfer data. 

WWANs are network traffic encapsulated in a mobile communications technology such 

as Worldwide Interoperability for Microwave Access (WIMAX), Universal Mobile 

Telecom System (UMTS), code division multiple access (CDMA) 2000, Global System for 

Mobile (GSM) or 3G networks to name just a few. The cellular mobile telecommunications 

network enables users with WWAN cards or integrated cellular radios (GSM/CDMA) to 

surf the Web, send and receive e-mails and, in general, perform any networking function 

as if they were physically connected to a WAN. 

 Evolution of wireless networks 

Wireless network technologies have evolved over the last few decades, so for each type 

of wireless network we'll take the most widely used technology and examine their 

evolution chronologically. 

1.3.1. WPAN (Bluetooth evolution) 

Today, most everyday PANs are wireless. WPANs use short-range wireless connectivity 

protocols such as Bluetooth. Bluetooth technology enables devices to communicate with 

each other without cables or wires. Bluetooth is based on a short-range radio frequency, 

and any device incorporating the technology can communicate as long as it is within the 

required distance. Bluetooth operates on a band frequency of 2.4 gigahertz (GHz), and 

Bluetooth connectivity is based on the packet-based protocol, which involves dividing 

data into packets and transmitting each packet on one of 79 designated Bluetooth 

channels. 

 Bluetooth 1.0 

• This is the first version created in 1999 

 Bluetooth 1.1 

• Released in 2002  

• Bug fixes  

• Use of unencrypted channels now possible  

• Addition of a signal to measure reception power 

 Bluetooth 1.2 
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• Released in 2003  

• Higher practical data rate of 721 kbit/s and improved resistance to interference 

 Bluetooth 2.0  

• Released in 2004  

• Higher practical throughput  

• Backward compatibility 

• Reduced peripheral consumption and optimized transfers 

 Bluetooth 2.0+EDR  

• Released in 2004 

• Theoretical maximum data rate increased to 3 Mbit/s (2.1 Mbit/s useful) with EDR 

(Enhanced Data Rate) mode 

 Bluetooth 2.1+EDR 

• Released in 2007 

• Easier, faster coupling. 

• Enhanced security 

• Addition of an NFC (Near Field Communication) connection mode to facilitate pairing 

at very short range. 

 Bluetooth 3  

• Released in 2009 

• Theoretical higher data rate increased to 2.1Mbit/s in "HS" high-speed mode 

 Bluetooth 4 + LE (creation)  

• Released in 2010 

• Bluetooth classic: inferior changes 

• Bluetooth LE: 

o Reduced peripheral power consumption (Low Energy) 

 Bluetooth 4.2  

• Released in 2014 

• Bluetooth classic: inferior changes 

• Bluetooth LE:  
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o Reduced consumption of secure IP protocols for connected objects. 

o Increase in useful packet size (PDU) from 31 to 256 bytes, significantly 

reducing download times. 

 Bluetooth 5  

• Released in 2016  

• Classic Bluetooth: Reduces interference with other devices 

• Bluetooth LE 

o Higher theoretical data rate (2 Mbit/s PHY), practical: 1.4 Mbit/s, range from 

40 m to 350 m and up to 500 meters with certain modules. 

 Bluetooth 5.1 

• Released in 2019 

• Classic Bluetooth: angle of arrival and departure, used to geolocate devices 

• Bluetooth LE:  

o Ability for a device to determine the direction of the Bluetooth signal 

(localization) 

 Bluetooth 5.3 

• Released in 2021 

• More energy-efficient  

1.3.2. WLAN (Wi-Fi evolution) 

Wi-Fi is a wireless network technology that enables devices such as computers (laptops 

and desktops), mobile devices (smartphones and cell phones) and other equipment 

(printers and video cameras) to interface with the Internet. It enables these devices - and 

many others - to exchange information with each other, creating a network. Internet 

connectivity is achieved via a wireless router. When you access Wi-Fi, you connect to a 

wireless router that enables your Wi-Fi-compatible devices to interface with the Internet. 

 IEEE 802.11 

IEEE 802.11 is a standard developed by the Institute of Electrical and Electronic 

Engineers (IEEE). It is the original wireless specification. Extensions to the 802.11 

standard have been given the same number with a letter suffix. 802.11 Provides up to 2 

Mbps transmission in the 2.4 GHz band. 
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 IEEE 802.11b 

It worked in the 2.4 GHz frequency, like the original 802.11 standard. With a maximum 

range of 40 meters and a speed of 11 Mbps. One of the main drawbacks of this standard 

was that, as its operating frequency is 2.4 GHz, just like other household appliances, the 

risk of them causing interference was greater. Currently, routers that support this 

standard are not even being manufactured. 

 IEEE 802.11a 

Released at almost the same time as 802.11b, it came with a more advanced and complex 

technology. It relied on orthogonal frequency division multiplexing to generate wireless 

signals. It operated in the 5 GHz frequency range and offered multiple advantages, 

including the elimination of interference from other devices. It also offered incremental 

bandwidth, providing connectivity speeds of around 54 Mbps. 

 IEEE 802.11g (Wi-Fi 3) 

Four years later, another standard was defined by the committee. This was a time when 

Wi-Fi standards were improving and devices were advancing to support higher ranges, 

power, bandwidth and coverage. In 2003, 802.11g was introduced and functioned exactly 

like 802.11a. This meant that it operated on orthogonal frequency division multiplexing 

technology, but the only drawback it faced was that it fell back into the 2.4 GHz spectrum, 

again raising concerns about interference. However, 802.11g came with backwards 

compatibility features, in which the 802.11b router could connect to an 802.11g access 

point but at 802.11b speeds. 

 IEEE 802.11n (Wi-Fi 4) 

In 2009, 802.11n arrived to simply give the market what it was looking for. Using 

multiple-input, multiple-output technology, this standard offered a fantastic speed of 300 

Mbps. Because it worked on this technology, speeds of 450 Mbps could even be achieved 

with the inclusion of more antennas. It operated in the 2.4 GHz and 5 GHz spectrums, 

enabling users to benefit from greater data transmission power without the need for 

higher bandwidth. 

 IEEE 802.11ac (Wi-Fi 5) 
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2014 was the year of a remarkable achievement in terms of Wi-Fi standards. 802.11ac 

was introduced, and this new technology could offer speeds ranging from 433Mbps to 

several gigabytes per second. Operating only in the 5 GHz spectrum, this technology 

supports up to 8 spatial streams and increases channel width up to 80 MHz with 

802.11ac, a new technology called beamforming was introduced. With this, signals from 

a device's antennas could be directed to a specific device. In addition, this standard also 

added a layer to the concepts of multiple inputs and multiple outputs. Whereas multiple 

streams could be directed to a single client in 802.11n, 802.11ac allowed multiple 

streams to be directed to multiple clients at once. 

 IEEE 802.11ad  

This standard was introduced in 2018. Using beam-forming technology, this technology 

operates in the 60 GHz frequency band (covers the frequency from 57 to 71 GHz) and 

offers speeds of up to 7Gbps. This brings us to another crucial technology, based 

essentially on wireless technology. Six channels are available, each with a nominal 

bandwidth of 2.16 GHz. Channel 2 (59.40-61.56 GHz) is available in all regions and is 

considered the default channel. 

 IEEE 802.11ax (Wi-Fi 6) 

The next-generation 802.11ax Wi-Fi standard, also known as Wi-Fi 6, is the latest step in 

a journey of continuous innovation. The standard builds on the strengths of 802.11ac, 

adding the efficiency, flexibility and scalability that enable new and existing networks to 

increase speed and capacity with next-generation applications. IEEE proposed this 

standard to couple the freedom and high speed of Gigabit Ethernet wireless with the 

reliability and predictability found in licensed radio. The IEEE 802.11ax standard was 

finalized in September 2020. 

 IEEE 802.11be (Wi-Fi 7) 

Expected for full release in 2024, Wi-Fi 7 will bring faster speeds, reduced latency, and 

improved network capacity. It will use 320 MHz channels and support multi-link 

operation (MLO) to combine multiple frequencies for better performance in dense 

environments. 

1.3.3. WMAN (WiMAX evolution) 
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WiMAX is one of today's most popular broadband wireless technologies. WiMAX systems 

are expected to deliver broadband access services to residential and business customers 

in a cost-effective way. WiMAX is a standardized wireless version of Ethernet designed 

primarily to replace wired technologies (such as cable modems, DSL and T1/E1 links) to 

provide broadband access to customer premises. More strictly, WiMAX is an industry 

trade organization formed by leading communications, components and equipment 

companies to promote and certify the compatibility and interoperability of broadband 

wireless access equipment compliant with IEEE 802.16 and ETSI HIPERMAN standards. 

WiMAX is said to work like Wi-Fi, but at higher speeds over greater distances and for 

more users. WiMAX has the ability to provide service even in areas that are difficult for 

wired infrastructure to access, and the ability to overcome the physical limitations of 

traditional wired infrastructure. WiMAX was formed in April 2001, in anticipation of the 

publication of the original 10-66 GHz IEEE 802.16 specifications. WiMAX is to 802.16 

what the Wi-Fi Alliance is to 802.11. 

 IEEE 802.16 

This is a family of IEEE standards for wireless broadband access. Approved in 2002, and 

also known as "WiMAX", 802.16 provides up to 300 Mbps point-to-multipoint shared 

transmission in frequency bands from 10 to 66 GHz up to 30 kilometers. At frequencies 

below 11 GHz, signals can penetrate walls and other dense objects.   

 IEEE 802.16a 

IEEE 802.16a is a computer communications standard ratified on January 29, 2003, 

specifying a type of wireless data transmission at data rates of up to 70 Mbps over a 

frequency band between 2 and 11 GHz. It is also an amendment to the 802.16 standard 

for wireless metropolitan area networks (WMAN). Channel bandwidth is 1.25 to 28MHz. 

It has a maximum range of 50km. 

 IEEE 802.16-2009 

The IEEE 802.16-2009 standard defines a generic reference model in which the main 

functional blocks (i.e., the physical layer, the security sublayer, the MAC common part 

sublayer and the service-specific convergence sublayer) and their interfaces, the IEEE 

802.16 entity premises, and a general network control and management system are 

specified. 
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 IEEE 802.16m 

It achieves data rates of 100 Mbit/s mobile and 1 Gbit/s fixed. Also known as Mobile 

WiMAX Release 2 or Wireless-MAN-Advanced. Aimed at meeting ITU-R IMT-Advanced 

requirements for 4G systems. 802.16m modified the reference model (802.16-2009) by 

classifying MAC common part sublayer functions into two functional groups, resulting in 

a more structured approach to characterizing data link layer functions and their 

interworking. 

1.3.4. WWAN (cellular network evolution) 

WWAN (Wireless Wide Area Network) is a WAN (Wide Area Network), the only 

difference being that the connectivity is wireless. It offers regional, national and global 

wireless coverage. Where the WAN can be wired or wireless, wireless WAN connections 

are entirely wireless. In our daily lives, we use the wireless WAN in various sizes and, 

depending on the delivery of phone calls, web pages and video, data sharing occurs. 

WWAN uses cellular telecommunications network technologies such as 2G, 3G, 4G LTE 

and 5G to transfer data. 

The cellular network is a communications network specifically designed for mobile 

equipment. It enables communication between these mobile units and with all 

subscribers. The radio wave in a cellular network is the link between the mobile and the 

transmitter infrastructure. The technology was developed for mobile radiotelephony to 

replace high-power transmitter/receiver systems. Cellular networks use lower power, 

shorter range and more transmitters for data transmission. 
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Figure 1.1. Cellular network 

 GSM (Global System for Mobile Communication) 

It is a digital cellular technology used to transmit mobile voice and data services. The GSM 

concept emerged from a cell-based mobile radio system at Bell Laboratories in the early 

1970s. GSM is also the name of a standardization group set up in 1982 to create a common 

European standard for mobile telephony. GSM is the most widely accepted 

telecommunications standard, and is implemented worldwide. GSM is a circuit-switched 

system that divides each 200 kHz channel into eight 25 kHz time slots. It operates on the 

900 MHz and 1800 MHz mobile communications bands in most parts of the world. In 

Algeria, GSM operates in the 880-890/925-935 MHz bands. It has a market share of over 

70% of digital cellular subscribers worldwide. GSM uses narrow-band Time Division 

Multiple Access (TDMA) technology to transmit signals. GSM was developed using digital 

technology and provides advanced basic voice and data services, including roaming. 

Roaming is the ability to use your GSM phone number in another GSM network. 

 Architecture 
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The GSM system is made up of four components

 
Figure 1.2. GSM architecture 

The mobile station (MS): It consists of the physical equipment, such as the radio 

transceiver, display and digital signal processors, and the SIM card. 

Base Station Subsystem (BSS): Consists of two parts: 

• The base transceiver station (BTS): corresponds to the transceiver antennas used in 

each network cell. 

• Base Station Controller (BSC): manages radio resources for one or more BTSs. It 

manages radio channel configuration, frequency hopping and handovers. 

Network Switching Subsystem (NSS): The main part is the Mobile Switching Center 

(MSC), which switches calls between the mobile and other users of the fixed or mobile 

network, as well as managing mobile services such as authentication. 

Operations Support Subsystem (OSS): The functional entity from which the network 

operator monitors and controls the system.  The aim of OSS is to offer the customer cost-

effective support for the centralized, regional and local operation and maintenance 

activities required for a GSM network. 

 UMTS (Universal Mobile Telecommunications System) 

Based on GSM standards, this is a third-generation mobile cellular system maintained by 

3GPP (3rd Generation Partnership Project). It specifies a complete network system, and 

the technology it describes is commonly referred to as freedom of mobile multimedia 

access (FOMA). 

 GPRS (General Packet Radio Service) 

GPRS introduces packet data transmission to the mobile subscriber. It is designed to 

operate within the existing GSM infrastructure with additional packet switching nodes. 

The mobile station 
(MS)

Base Station 
Subsystem (BSS)

Network Switching 
Subsystem (NSS)

Operations Support 
Subsystem (OSS)
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This packet-based technique uses multi-slot technology and support for all coding 

schemes to increase data rates up to 160 kbit/s. 

The GPRS system uses physical radio channels as defined for GSM. A physical channel 

used by GPRS is called a packet data channel (PDCH). PDCHs can either be allocated for 

GPRS (dedicated PDCH), or used by GPRS only if no circuit-switched connection requires 

them (on-demand). 

 EDGE (Enhanced Data rates for Global Evolution) 

Introduces a new modulation technique and protocol improvements for radio packet 

transmission. It offers considerable throughput and capacity gains, enabling 3G services 

in existing GSM/GPRS networks. No changes are required to the existing core network 

infrastructure to support EDGE. This underlines the fact that EDGE is simply an add-on 

for BSS. 

 1G 

1G refers to the first generation of wireless telephony technology. 1G is an analog 

technology, and phones using it had poor battery life and voice quality, little security, and 

were prone to dropped calls. The maximum speed of 1G technology is 2.4 Kbps. 

It was introduced in 1979 and in the early to mid-1980s, when it was replaced by 2G 

digital telecommunications. The main difference between these two generations of cell 

phones is that in 1G systems, audio was encoded as analog radio signals, while 2G 

networks were entirely digital. 

 2G 

In 2G, roaming and SMS messaging were introduced and later enhanced with GPRS for 

data communication. SMS messaging and GPRS became widely used for basic telemetry. 

Roaming has made mobile technology suitable for multi-country deployments. 2G/Edge 

offers a theoretical maximum data rate of 384 Kbps. 

 3G 

Networks based on 3G connections were introduced in 2001, marking the start of 

widespread use of the Internet on cell phones. 3G became a truly global standard, 

combining the best of competing technologies into a single standard. Developments in 3G 

were mainly focused on high-speed data applications. 3G data technology uses a network 

of telephone towers to transmit signals, ensuring a stable and relatively fast connection 
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over long distances. The tower closest to the user's cell phone transmits the data to it. 

Although it may not sound complex, 3G technology was revolutionary when it was first 

introduced. 

 4G 

The introduction of 4G has truly ushered in the era of the smartphone and the portable 

mobile device. 4G is the first generation to use Long-Term Evolution (LTE) technology to 

deliver theoretical download speeds of between 10 Mbps and 1 Gbps, offering end-users 

better latency (less buffering), improved voice quality, instant messaging and social 

media services, quality streaming and faster download speeds. 4G is also the first IP-

based mobile network, treating voice as a simple service, and the technology is being 

developed to meet the quality of service (QoS) and throughput requirements demanded 

by applications including wireless broadband access, multimedia messaging service 

(MMS), video chat, mobile TV, HDTV content, digital video broadcasting (DVB). 

 5G 

The ITU specification for 5G represents a radical change in performance compared with 

4G and aims to meet the requirements of emerging applications, described above. Data 

rates of up to 10 Gbit/s (100 times faster than 4G networks) aim to satisfy the growing 

demand for bandwidth; latencies of 1mSec (30- 50mSec for 4G) will enable near real-time 

response rates; and connection densities of 1,000 devices per square kilometer (100 

times more than 4G) will support the growing number of IoT devices and sensors. 
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Chapter 02 : Access protocols and QoS in WLANs 
 

 Introduction  

A wireless local area network (WLAN) is a wireless distribution method for two or more 

devices. WLANs use high-frequency radio waves and often include an Internet access 

point. A WLAN allows users to move around the coverage area, often a home or small 

office, while maintaining a network connection. In this chapter we'll look at the different 

access protocols in WLANs, as well as quality of service in this type of network. 

 WLAN applications 

Wireless LANs have many real-world applications. They are frequently used to enhance 

a wired network, not to replace it completely. The following sections describe some of the 

applications made possible by the power and flexibility of wireless LAN technology. 

2.2.1. Healthcare sector 

Doctors and nurses equipped with laptops have faster access to patient data. What's 

more, in the event of an emergency, they can communicate with other hospital 

departments using WLAN to provide rapid diagnoses.  

2.2.2. Day-to-day business 

In business, people can work productively with customers or suppliers in meeting rooms 

- there's no need to leave the room to check if important e-mails have arrived or print out 

large files. Instead, you can send them from one laptop to another. 

2.2.3. In-building network managers 

Network managers in older buildings, such as schools, hospitals and warehouses, find 

WLANs to be the most cost-effective infrastructure solution. When building a new 

network or extending the old internal network, little or no cable needs to be run through 

walls and ceilings. 

2.2.4. Network operators in dynamic environments 

Network managers in dynamic environments minimize the cost of moves, network 

extensions and other modifications by eliminating cabling and installation costs. The 
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mobile nature of WLAN means that a new network can be built and tested before moving 

to a critical environment. 

 WLAN access protocols 

WLAN technology in the IEEE 802.11 standard covers the "Network Access" layer of the 

TCP/IP model, or the "Physical" (L1) and "Data Link" (L2) layers of the OSI model. The 

IEEE 802.11 Wi-Fi standard aims to avoid collisions with CSMA/CA for "Collision 

Avoidance" on a shared medium such as air, using contention mechanisms. But there are 

also other techniques, such as TDMA for Time Division Multiple Access. 

 
Figure 2.1. IEEE 802.11 Access Layer 

The data link layer is responsible for transmitting data between two nodes. Its main 

functions are: 

• Data link control 

• Multiple access control 

2.3.1. Data link control 

Data link control is responsible for the reliable transmission of the message on the 

transmission channel, using techniques such as screening, error control and flow control. 

2.3.2. Multiple access control 

If there is a dedicated link between sender and receiver, the data link control layer is 

sufficient, but if there is no dedicated link, several stations can access the channel 

simultaneously. Consequently, several access protocols are needed to reduce collisions 

and avoid crosstalk. For example, in a classroom full of students, when a teacher asks a 
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question and all the students (or stations) start answering simultaneously (sending data 

at the same time), then a lot of chaos is created (overlapping or loss of data) so it's the 

teacher's job (multiple access protocols) to manage the students and get them to answer 

one by one. Protocols are needed to share data over non-dedicated channels. Several 

access protocols can be subdivided as illustrated in the following figure: 

 

Figure 2.2. Multiple access protocols 

 Random access protocol 

All stations have the same superiority, i.e., no station has a higher priority than another. 

Any station can send data depending on the state of the medium (idle or busy). It has two 

features: 

• There is no fixed time for sending data. 

• There is no fixed sequence of stations sending data. 

 Controlled access protocols 

In controlled access, stations inform each other to find out which station has the right to 

transmit. It allows only one node to send at a time, to avoid collision of messages on the 

shared medium. The three methods of controlled access are: reservation, election and 

token passing. 

 Channeling 

In this, the available bandwidth of the link is shared in time, frequency and code with 

several stations to access the channel simultaneously. 

 ALOHA protocol 
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This protocol was designed for wireless LANs, but also applies to shared media. In this 

case, several stations can transmit data at the same time, leading to collisions and 

scrambled data. 

• Aloha pure: When a station sends data, it waits for an acknowledgement. If the 

acknowledgement doesn't arrive within the allotted time, the station waits for a 

random period of time called waiting time and sends the data back. As different 

stations wait for different times, the probability of new collisions decreases. 

• Slot Aloha: This is similar to pure Aloha, except that we divide the time into slots and 

only allow data to be sent at the start of these slots. If a station misses the allotted 

time, it has to wait for the next slot. This reduces the probability of collision. 

 CSMA protocol  

Carrier Sense Multiple Access guarantees fewer collisions, as the station must first detect 

the medium (idle or busy) before transmitting data. If it is idle, it sends data, otherwise it 

waits for the channel to become idle. However, there is always a risk of collision in CSMA 

due to the propagation delay. For example, if station A wants to send data, it will first 

detect the medium. If it finds the channel inactive, it will start sending data. However, by 

the time the first bit of data is transmitted (delayed due to propagation delay) from 

station A, if station B requests to send data and detects the medium, it will also find it 

inactive and will also send data. This will result in a data collision between stations A and 

B. 

 CSMA/CA protocol 

CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) is a network protocol that 

avoids a collision rather than allowing it to occur, and does not deal with packet recovery 

after a collision. It is similar to the CSMA/CD protocol, which operates at the media access 

control layer. In CSMA/CA, every time a station sends a data frame to a channel, it checks 

to see if it's in use. If the shared channel is busy, the station waits for the channel to switch 

to idle mode. As a result, we can say that it reduces the risk of collisions and makes better 

use of the medium to send data packets more efficiently. This protocol is used in 802.11 

networks (a set of standards for local wireless networks).  

CSMA/CA avoids collisions by: 
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• Interframe space: The station waits for the medium to become inactive, and if it is 

found to be inactive, it doesn't immediately send data (to avoid a collision due to 

propagation delay), but waits for a period called interframe space or IFS. After this 

time, it checks again whether the medium is inactive. The IFS time depends on the 

station's priority. 

• Contention window: This is the duration divided into slots. If the sender is ready to 

send data, he chooses a random number of slots as the wait time, which doubles every 

time the medium is not found to be idle. If the medium is found to be busy, it does not 

restart the whole process, but rather the timer when the channel is found to be 

inactive again. 

• Acknowledgement: The sender retransmits data if the acknowledgement is not 

received before the timer expires. 

The advantages of CMSA/CA: 

• CMSA/CA prevents collisions. 

• Thanks to acknowledgements, data is not lost unnecessarily. 

• This avoids unnecessary transmissions. 

• It is ideally suited to wireless transmission. 

Limitations of CSMA/CA: 

• The algorithm requires long waiting times. 

• High power consumption. 

 Operations 

• When a frame is ready, the transmitting station checks whether the channel is free or 

busy. 

• If the channel is busy, the station waits for the channel to become inactive. 

• If the channel is idle, the station waits for a time interval between frames and then 

sends the frame. 

• After sending the frame, it sets a timer. 

• The station then waits for acknowledgement from the receiver. If it receives the 

acknowledgement before the timer expires, it marks a successful transmission. 

• Otherwise, it waits for a delay period and restarts the algorithm. 
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 Types of media access 

DCF (Distributed coordination function) and PCF (Point coordination function) are two 

types of 802.11 bearer access. They are the mechanisms for implementing CSMA/CA in 

the wireless LAN. 

DCF is the basis of the CSMA/CA protocol access mechanism. Like Ethernet, it first checks 

that the radio link is free before transmitting. To avoid collisions, stations use a random 

backoff (interrupt) after each frame, with the first transmitter seizing the channel.  

In PCF, coordinators are used to ensure that the medium is provided without contention. 

Point coordinators reside in access points, so PCF is limited to infrastructure networks. 

To gain priority over standard contention-based services, PCF allows stations to transmit 

frames after a shorter interval. PCF is not widely implemented. 

 QoS in WLAN networks 

Quality of Service (QoS) is the use of mechanisms or technologies that operate on a 

network to control traffic and ensure the performance of critical applications with limited 

network capacity. It enables organizations to adjust their overall network traffic by 

prioritizing specific high-performance applications. 

QoS is generally applied to networks carrying traffic for resource-intensive systems. 

Common services for which it is required include Internet protocol television (IPTV), 

online gaming, streaming media, videoconferencing, video-on-demand (VOD) and voice 

over IP (VoIP). 

QoS is integrated into Wi-Fi technology with the adoption of the IEEE 802.11e standard.  

The 802.11e standard includes two modes of operation, each of which can be used to 

improve service for voice: 

• Wi-Fi Multimedia Extensions (WME) - Mandatory 

• Wi-Fi Programmed Multimedia (WSM) - Optional 

2.4.1. QoS privileges 

Deploying QoS is crucial for companies wishing to ensure the availability of their critical 

applications. It is essential for providing differentiated bandwidth and ensuring that data 

transmission takes place without interrupting traffic flow or causing packet loss. Key 

benefits of QoS deployment include: 
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• Unlimited application prioritization: QoS ensures that business-critical 

applications always have the priority and resources they need to achieve high 

performance. 

• Better resource management: QoS enables administrators to better manage the 

organization's Internet resources. This also reduces costs and the need to invest in 

link extensions. 

• Enhanced user experience: The ultimate aim of QoS is to guarantee high 

performance for critical applications, which means delivering an optimal user 

experience. Employees benefit from high performance on their high-bandwidth 

applications, enabling them to be more efficient and get their work done faster. 

• Point-to-point traffic management: network management is vital, no matter how 

traffic is routed, whether end-to-end, node-to-node or point-to-point. The latter 

enables organizations to deliver client packets in sequence from point to point on the 

Internet without suffering packet loss. 

• Packet loss prevention: packet loss can occur when data packets are dropped in 

transit between networks. This can often be caused by an outage or inefficiency, 

network congestion, a faulty router, a loose connection or a poor signal. QoS avoids 

the potential for packet loss by prioritizing bandwidth for high-performance 

applications. 

• Latency reduction: latency is the time it takes for a network request to pass from 

sender to receiver, and for the receiver to process it. This is generally affected by 

routers taking longer to analyze information and storage delays caused by 

intermediate switches and bridges. QoS enables organizations to reduce latency or 

speed up the process of a network request by giving priority to their critical 

application. 

2.4.2. How does QoS work? 

QoS networking technology works by marking packets to identify service types, then 

configuring routers to create separate virtual queues for each application, according to 

their priority. As a result, bandwidth is reserved for critical applications or websites to 

which priority access has been assigned. 
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QoS technologies provide an allocation of capacity and processing to specific flows in 

network traffic. This enables the network administrator to assign the order in which 

packets are processed, and provide the appropriate amount of bandwidth to each 

application or traffic flow. 

2.4.3. QoS metrics 

They are used to quantitatively measure the quality of service of a network; QoS metrics 

refer to objective, system-related characteristics that provide insight into the 

performance of the delivery service. 

 Bandwidth 

The maximum amount of data transmitted over an Internet connection in a given time. 

For example, allocating a certain amount of bandwidth to different queues for different 

types of traffic. 

 Delay 

This is the time taken for a packet to pass from its source to its final destination. This can 

often be affected by queuing delay, which occurs during periods of congestion when a 

packet waits in a queue before being transmitted. QoS enables organizations to avoid this 

by creating a priority queue for certain types of traffic. 

 Date loss 

The amount of data lost as a result of packet loss, usually due to network congestion. QoS 

allows organizations to decide which packets to drop in this event. 

 Jitter 

Change in the time taken for a data packet to travel across a network. Data packets get 

stuck on their way to the receiver, usually because the network is congested. They will 

arrive at irregular intervals, which can lead to distortion or gaps in audio and video 

broadcasting. 

2.4.4. Techniques involved in QoS 

There are several techniques that companies can use to guarantee high performance for 

their most critical applications. 
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 Prioritization of delay-sensitive VoIP traffic via routers and switches  

Many corporate networks can become too congested, causing routers and switches to 

start dropping packets as they flow in and out faster than they can be processed. As a 

result, streaming applications suffer. Prioritization allows traffic to be classified and given 

different priorities according to its type and destination. This is particularly useful in a 

situation of heavy congestion, as packets with a higher priority can be sent before the rest 

of the traffic. 

 Resource reservation 

Resource Reservation Protocol (RSVP) is a transport-layer protocol that reserves 

resources on a network and can be used to provide specific levels of QoS for application 

data flows. Resource reservation enables companies to divide network resources by 

traffic of different types and origins, define limits and guarantee bandwidth. 

 Queuing 

Queuing is the process of creating policies that give preferential treatment to certain data 

flows over others. Queues are high-performance memory buffers in routers and switches, 

in which transiting packets are held in dedicated memory areas. When a packet is 

assigned a higher priority, it is moved to a dedicated queue that pushes data through at a 

faster rate, reducing the risk of it being dropped. For example, companies can assign a 

strategy to prioritize voice traffic over the majority of network bandwidth. The routing 

or switching device will then move packets and frames of this traffic to the front of the 

queue and transmit them immediately. 

 Traffic marking 

When applications requiring priority over other bandwidth other bandwidth on a 

network have been identified, the traffic must be marked. This is made possible by 

processes such as class of service (CoS), which marks a data stream in the Layer 2 frame 

header, and the differentiated services code point (DSCP), which marks a data stream in 

the in the Layer 3 packet header. 

2.4.5. The 802.11e standard 

The 802.11e standard will include two modes of operation, each of which can be used to 

enhance the service for voice: 
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• Wi-Fi Multimedia Extensions (WME) - Mandatory 

• Wi-Fi Programmed Multimedia (WSM) - Optional 

 Wi-Fi Multimedia Extensions (WME) 

Wi-Fi Multimedia Extensions use a protocol called Enhanced Multimedia Distributed 

Control Access (EDCA), which is an extension of an enhanced version of the Distributed 

Control Function (DCF) defined in the original 802.11 MAC. 

The enhanced part is that EDCA will define eight levels of priority for access to the shared 

wireless channel. Like the original DCF, EDCA access is a contention-based protocol that 

uses a set of wait intervals and wait timers designed to avoid collisions. However, with 

DCF, all stations use the same values and therefore have the same transmission priority 

on the channel. With EDCA, each of the different access priorities is assigned a different 

range of wait intervals and wait counters. Transmissions with a higher access priority are 

assigned shorter intervals. The standard also includes a packet burst mode that allows an 

access point or mobile station to reserve the channel and send 3 to 5 packets in sequence. 

 Wi-Fi Scheduled Multimedia (WSM) 

Consistent delay services can be provided with the optional Wi-Fi Scheduled Multimedia 

(WSM). WSM works like the little-used Point Control Function (PCF) defined with the 

original 802.11 MAC. 

In WSM, the access point periodically broadcasts a control message that forces all stations 

to treat the channel as busy and not attempt to transmit. During this period, the access 

point polls each station defined for a time-sensitive service. To use the WSM option, 

devices must send a traffic profile describing bandwidth, latency and jitter requirements. 

If the access point does not have sufficient resources to meet the traffic profile, it will 

return a busy signal. 

2.4.6. QoS at Layer 3 

When a device is running Lightweight Access Point Protocol (LWAPP), packets to the host 

router are encapsulated in a Layer 3 LWAPP header with the IP DSCP field set to one of 

the values shown in the table below, depending on the type of traffic. 
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Table 2.1. LWAPP packets and QoS marking 

Cisco AVVID 
802.1pUP-Based 
Traffic Type 

Cisco 
AVVID IP 
DSCP 

Cisco 
AVVID 
802.1p UP 

IEEE 
802.11e 
UP 

Notes 

Network control - 7 - Reserved for network control only 

Inter-network 
control 

48 6 7 (AC_VO) Control LWAPP 

Voice 46 (EF) 5 6 (AC_VO) Controller: Platinum QoS profile 

Video 34 (AF41) 4 5 (AC_VI) Controller: Gold QoS profile 

Voice control 26 (AF31) 3 4 (AC_VI) - 

Best effort 0 (BE) 0 3 (AC_BE)   
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Chapter 03 : Ad hoc networks: MANET 
 

 Introduction  

An Ad Hoc network is a set of entities interconnected by wireless technology, forming a 

temporary network without the aid of any administration or fixed support. This new 

environment offers many advantages over the usual environment. However, new 

problems may arise, caused by the new system characteristics: the routing problem is far 

from obvious in mobile networks, and particularly in Ad Hoc networks. 

Ad hoc networks are characterized by their lack of administration and there are no fixed 

elements in an Ad Hoc network. In an Ad Hoc network, all the elements must cooperate 

to create a temporary architecture for communications. To create this architecture for 

routing data, Ad Hoc networks must use high-performance routing protocols. This 

chapter introduces the basic concepts of Ad Hoc networks, such as routing and quality of 

service. 

 Definition: mobile ad hoc networks 

A mobile ad hoc network, usually referred to as MANET (Mobile Ad hoc Network), 

consists of a large, relatively dense population of mobile units moving around any given 

territory, whose only means of communication is via wireless interfaces, without the aid 

of any pre-existing infrastructure or centralized administration. Figure 3.1 shows an 

example of the topology of nodes forming an ad hoc network. 
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Figure 3.1. Ad hoc network 

 Characteristics 

All the characteristics of a wireless communication network are applicable to Mobile Ad 

Hoc networks, although there are certain properties that are specific to this type of 

network: 

• Mobility of all nodes (dynamic topology):  

This is an intrinsic feature of MANETs. Moving nodes causes random, unpredictable 

changes to the network architecture. 

• Equivalence of network nodes:  

In a conventional network, there is a clear distinction between end nodes (stations, hosts) 

and internal nodes (routers, for example) in the network. This difference does not exist 

in ad hoc networks, as all nodes may be required to perform routing functions.  

• Limited physical security:  

Ad hoc networks generally have a low level of physical security, due to the use of radio 

media. There are greater opportunities for intruders to infiltrate the network, detection 

of an intrusion or denial of service is more delicate, and the lack of centralization makes 

gathering information for intrusion detection more complex. 

• Limited bandwidth:  

A key feature of wireless networks is the use of a shared communication medium. This 

sharing means that the bandwidth reserved for a host is modest.  

• Multi-hop communications:  
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In a MANET, nodes that can't reach destination nodes directly will need to relay their data 

via other nodes.  

• No infrastructure:  

Ad hoc mobile networks are distinguished from other mobile networks by the property 

of absence of pre-existing infrastructure and any kind of centralized administration.  

• Energy constraints:  

Mobile hosts are powered by autonomous energy sources such as batteries or other 

consumables. The energy parameter must be taken into account in any control performed 

by the system. 

 Routing in MANETs 

Routing is a method of routing information to the right destination through a given 

connection network. It consists in providing a strategy that guarantees, at any given time, 

the establishment of correct and efficient paths between any pair of nodes belonging to 

the network, thus ensuring the continuous exchange of messages. Given the limitations 

of Ad hoc networks, path construction must be carried out with a minimum of control and 

bandwidth consumption. 

3.4.1. Classification of routing protocols 

Depending on the way in which paths are created and maintained during data routing, 

routing protocols can be separated into three categories: proactive protocols, reactive 

protocols and hybrid protocols. The figure below shows the typology of the main routing 

protocols in ad hoc networks. 

 
Figure 3.2.  Classification of routing protocols in ad hoc networks 

 Proactive routing protocols 
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A proactive routing protocol maintains regularly updated information on the network 

topology at each node, enabling each mobile to quickly know a path to each destination 

in the network. The two main methods used are the "Link State" method and the 

"Distance Vector" method. Both require periodic updates of routing data, which must be 

broadcast by the network's various routing nodes. These protocols are "table-driven", 

meaning that each node uses its own routing table to route data to a specific neighbor 

until it reaches the desired destination. The performance of proactive routing is 

characterized by: 

• Lowest latencies, since applications wishing to transmit can assume the existence of 

up-to-date, valid paths. 

• High energy consumption and high bandwidth usage, due to the fact that the path 

update protocol is constantly in use, even if the paths are never used. 

The most important protocols in proactive routing are OLSR and DSDV. 

 Reactive routing protocols 

Reactive routing operates on demand. No information is stored in routers about 

destinations to which the node concerned has no active path.  

When an application wishes to contact a correspondent, and only then, a path is searched 

according to the request-response principle. When a node wants to initiate 

communication with another node, it starts a path discovery process. Once the path has 

been found, it is maintained by a path maintenance procedure, until the path is no longer 

in use. This type of protocol has the advantage of not overloading the network with 

control traffic, and of requiring only minimal router storage capacity. However, it can take 

a long time to establish communications when the network is busy, or when the 

correspondent is a long way from the sender. The most widely used protocols in this 

family are AODV, DSR and TORA. 

 Hybrid routing protocols 

Hybrid protocols combine the two ideas or techniques of proactive and reactive 

protocols. They use the principle of proactive protocols to obtain information about the 

nearest neighbors (maximum two-hop neighbors). Beyond this predefined zone, the 

hybrid protocol uses reactive protocol techniques to search for paths. 
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This type of protocol is a solution that combines the advantages and disadvantages of the 

two previous approaches, using a notion of Ad Hoc mobile network slicing. Several hybrid 

protocols exist, such as ZRP. 

3.4.2. The AODV protocol 
AODV (Ad hoc On Demand Distance Vector) is a reactive routing protocol, using a path 

discovery mechanism inspired by DSR and DSDV. Once the path has been traced, nodes 

that are not on the active path do not maintain any routing information and do not 

participate in any update exchanges. Because of the mobility of nodes in ad hoc networks, 

paths change frequently, so that paths maintained by some nodes become invalid. 

Sequence numbers enable the use of the newest or freshest routes, to force updates when 

necessary and avoid routing loops. Paths are established and maintained by exchanging 

various types of messages: 

• RREQ: Route Request Message, broadcast to all neighboring nodes by a source 

wishing to send data packets to a destination. 

 

Table 3.1. Format of an RREQ 

 

• RREP: "Route Reply Message", once the destination receives the RREQ, it replies with 

an RREP as an acknowledgement of receipt, the reverse path of RREQ. 

Table 3.2. Format of an RREP 

@Source  @Destination Num. seq.  
Destination  

Number of 
hops  

Life time 

 
• Hello message: "Are you there?", message broadcast periodically to the immediately 

neighboring node to see if it's still there; if there's no Hello message arriving from a 
particular node, the neighbor assumes that this node has moved and marks this link as 
interrupted. 

Table 3.3. Format of HELLO message 

@source  Num. seq. Source  Number of hops  Life time 

 
 

@Source
  

Num. seq.  
Source  

Broadcast id  @Destination Num. seq.  
Destination  

Number of 
hops   
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• RERR: "Cancel route", message sent by a node when it detects that the link with its 
neighbor is broken (invalid path). 

 
Table 3.4. Format of an RERR 

Destination @ List Destination Num. seq.  List  Number of destinations 
@  

 
With:     

• @Source: source node address. 

• @Destination: destination node address. 

• Num. seq: sequence number. 

• Life time: message lifetime. 

• Broadcast ID: Broadcast identifier for messages sent. 

• NB hops: number of hops.   

AODV's routing table management maintains paths in a distributed way, by keeping a 

routing table at each intermediate node belonging to the path being searched. Each 

routing table entry contains the following fields: 

• Destination node address: this is the IP address of the destination node to be 

reached. 

• Next node address: the IP address of the node to which a packet is to be routed to 

reach a destination. 

• Number of hops separating the source node from the destination node 

• Sequence number associated with the destination, 

• Lifetime for which the path remains available to the source node. 

• List of neighbors using this path: IP addresses of any precursor nodes used by the 

current node as a next hop to reach the destination.  
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 How AODV operates? 

The AODV protocol defines two types of operation: path discovery and path maintenance. 

AODV does not use periodic updates; paths are discovered and maintained as required. 
Path discovery: 

The path discovery mechanism is the process of searching for a path at the request of 

source nodes. When a source node "S" wishes to establish a path to a destination "D" for 

which it does not yet have a path, it broadcasts a Route Request (RREQ) packet across the 

network. The nodes receiving the packet establish pointers back to the source in the 

routing tables.      

Next, it checks whether it has received the same request before, in which case it "silently" 

destroys (without announcing this operation to the other nodes) the received packet. If 

the request has not been received before, the node increments the number of hops in the 

packet and rebroadcasts it. At the same time, the intermediate node creates an entry in 

its routing table pointing to the source node: this is the reverse path, as shown in Figure 

3.3. This path will later be used for the eventual transmission of RREP messages to the 

source node. 

If the node receiving the RREQ has no path to the destination, it rebroadcasts the RREQ 

and creates a reverse path to the source IP address. Otherwise, it generates a Route Reply 

(RREP) message to the source. 

 
Figure 3.3. Broadcasting RREQ packet: reverse path creation 

 

Route Reply (RREP) message generation: 

A node generates a Route Reply (RREP) message in two cases: 

• It is the destination 
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• It has in its routing table a route to the destination whose sequence number is 

greater than or equal to the sequence number in the RREQ message received. 

Then, the RREP message is sent to the source following the same arrival path. If the source 

is an intermediate node, it adds the distance separating it from the destination to the 

RREP message. (Figure 3.4) 

 

Figure 3.4. RREP response to the source node 

 

Path maintenance and connectivity management 

As soon as a path is established between a source node and a destination, a maintenance 

mechanism is automatically triggered. This mechanism essentially handles connectivity 

management, i.e., how to detect a failure and how to remedy it. 

Each node on an active path must periodically check the link status with the successor 

node on the same path. This is done by broadcasting the "HELLO" message, with the 

broadcast period set to a duration of "HELLO_INTERVAL" (in MS). This message is 

nothing more than a RREP containing the sender's address with a TTL equal to 1 to 

prevent it from being propagated further in the network. 

Thus, if a node does not receive a HELLO message from a neighboring node during a 

period that is a multiple of "HELLO_INTERVAL", we conclude that the link with this node 

is broken, and therefore there is a change in neighboring connectivity. 

Link failures are generally due to node mobility: 

If the source node moves and breaks the link with its successor, then it will restart the 

path establishment procedure if it still needs to. 

If the node that has moved is an intermediate or destination node, then the source node 

must be informed by the RERR message, which must be generated by the nearest of the 

two nodes (Figure 3.5). The RERR initiator will list its precursor nodes on the failed path 

and send them the RERR packet. On receiving a RERR, a node marks the path to this 
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invalid destination (whose address appears in the RERR) by setting the value of the 

corresponding distance field to infinity (Distance = infinite), and in turn forwards the 

RERR to its precursors on this path. When the source node receives the RERR, it starts a 

new process to establish a new path if it still needs one. 

 

 
Figure 3.5. RERR generation due to node B failure 

 

In short, AODV broadcasts a path request for each unknown destination in restricted 

flooding, to which any station that knows how to reach the destination responds. The 

fastest response allows each intermediate node to define which neighbor to use to reach 

the destination. 

 QoS in ad hoc networks 

The main objective of QoS-based routing is to find the path through the network, 

providing sufficient resources to meet QoS requirements. Common QoS requirements for 

real traffic are maximum delay threshold, minimum bandwidth threshold and constant 

jitter. The problem of finding the route with two or more QoS metrics in MANETs is NP-

complete. This makes it very difficult to design and implement a routing protocol that can 

be optimal in every situation. This section describes some of the most widely used routing 

protocols designed to support QoS in MANETs. 

3.5.1. CEDAR 

Core Extraction Distributed Ad Hoc Routing (CEDAR) is a routing protocol that 

dynamically establishes the network core, then propagates stable, high-bandwidth link 

states to the core nodes. Route selection and calculation is on-demand, and is performed 

by the route nodes using only their local state information. This routing protocol consists 

of three components: core extraction, link state propagation and route calculation. Core 
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extraction means electing certain nodes, which are then responsible for maintaining the 

topology and calculating the path for their domain. 

3.5.2. QoS AODV 

The ad hoc distance vector on demand (AODV) routing protocol has been extended to 

support quality of service. It includes object extension on Route Request (RREQ) and 

Route Reply (RREP) messages, which specify bandwidth or delay parameters during the 

route discovery phase. A node becomes a hop on the route only if it can meet the 

requirements specified in the RREQ. If the route has already been established and the 

specified QoS requirement can no longer be met, the node sends an ICMP QOS_LOST 

message to the source node. 

3.5.3. Bandwidth routing 

The Bandwidth routing (BR) protocol works solely with bandwidth as a QoS metric. The 

best path is the shortest path satisfying bandwidth requirements. The entire protocol 

consists of an end-to-end path bandwidth calculation algorithm, a bandwidth reservation 

and a backup routing algorithm to restore QoS flow in the event of a path break. 

3.5.4. On-Demand QoS Routing 

The On-Demand QoS Routing (OQR) protocol is very similar to BR, but the network is 

temporal. Unlike BR, it is not a hybrid, but a typical representative of reactive protocols. 

Route discovery is therefore an important component. Another component is admission 

control, which guarantees bandwidth for real-time applications. 
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Chapter 04 : Wireless sensor networks 
 

 Introduction  

Today, sensors are everywhere. We take it for granted, but sensors are in our phones, our 

workplaces, our vehicles and our environment. A sensor network comprises a group of 

small, powered devices and a wireless or wired network infrastructure. They record 

conditions in a number of environments, including industrial facilities, farms and 

hospitals. The sensor network connects to the Internet or computer networks to transfer 

data for analysis and use. Sensor network nodes detect and control the environment 

cooperatively. They enable interaction between people or computers and the 

surrounding environment. This chapter introduces the main applications of sensor 

networks, then focuses on the study of the Mac layer and routing in this type of network. 

Finally, it examines the different strategies for managing energy and security in sensor 

networks.  

 Definition: Wireless sensor networks 

Wireless Sensor Networks (WSNs) have the power of distributed communication, 

computing and sensing functionalities. They are characterized as infrastructure-free, 

fault-tolerant and self-organizing networks that offer low-cost, easy-to-apply, fast and 

flexible installation possibilities in an environment for a variety of applications. 

Among the characteristics of wireless capture networks: 

Resource constraints: WSN nodes are smaller and battery-powered. This means that 

the service provided by the nodes, such as communication and computing memory, is 

very limited. 

Communication paradigm: WSN's data-centric functionality explains its data-centric 

nature and justifies that communication is limited to the nodes. 

Application-specific design: WSN is application-specific, i.e., the architecture of WSN is 

based on the application. 
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Node failure and unreliable communication: Various factors such as harsh operating 

conditions leading to instability, unpredictability, nodal mobility and environmental 

interference make typical WSN nodes prone to errors. 

Scalability and density: The number of nodes in WSNs can be large and densely 

deployed to a greater degree in various applications. 

Dynamic topologies: Nodes are free to move randomly at different speeds in some 

applications, and can sometimes fail, be added or replaced. This can result in a different 

network topology. 

Communication models: WSNs use different communication models - 

flat/hierarchical/distributed WSNs; or homogeneous/heterogeneous WSNs.. 

 Main applications 

Among the fields of application for sensor networks we have the following:  

• Internet of Things (IoT) 

• Security surveillance, threat detection 

• Ambient temperature, humidity and atmospheric pressure 

• Environmental noise levels 

• Medical applications such as patient monitoring 

• Agricultural applications 

• Landslide detection 

• Intelligent parking and lighting 

 WSN components 

Sensors: 

WSN sensors are used to capture environmental variables and are used for data 

acquisition. Sensor signals are converted into electrical signals. 

Radio nodes: 

This is used to receive the data produced by the sensors and send it to the WLAN access 

point. It consists of a microcontroller, transceiver, external memory and power source. 

Wi-Fi access point: 

It receives data sent by wireless radio nodes, usually via the Internet. 
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Evaluation software: 

The data received by the WLAN access point is processed by software called evaluation 

software to present the report to users for further processing of the data, which can be 

used for data processing, analysis, storage and exploration. 

 Sensor node architecture 

Depending on the type of application, there are a variety of sensors that can be grouped 

into three classes: optical sensors, thermal sensors and mechanical sensors. A hardware 

architecture applicable to most intelligent sensors is shown in Figure 4.1. 

A sensor contains four basic units: the sensing unit, the processing unit, the transmission 

unit and the energy control unit. Depending on the application, additional modules can 

be added, such as a positioning system (GPS), or an energy-generating system (solar cell). 

Some larger micro-sensors are equipped with a mobilizing system to move them if 

necessary. 

 
Figure 4.1. Sensor architecture 

Sensor unit: 

This is the unit responsible for capturing physical quantities (heat, humidity, vibrations, 

radiation, etc.) and transforming them into digital quantities (an electrical signal). This 

unit can incorporate from one to several sensors plus an ADC unit (Analog to Digital 

Converters). The latter's role is to convert the analog signal produced by the sensors, 

which is based on the sampled data, into a digital signal that can be understood by the 

processing unit. 
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Processing unit: 

The processing unit can be considered as the intelligent part of the sensor. It includes a 

processor, usually associated with a small storage unit. It manages programs and 

software, stores metrological and functional parameters in memory (dated by the 

internal clock), and processes data received from the sensor unit. The processing unit 

generally controls the other units. The processors used in sensor networks have low 

power consumption and low frequency. Storage memory is also very limited, on the order 

of 10KB of RAM for data and 10KB of ROM for programs. This memory consumes most of 

the processing unit's energy. In most cases, it is supplemented by a less energy-intensive 

flash memory. 

Communication unit: 

This unit provides the connection between network nodes. A radio module 

(transmitter/receiver) is integrated into this unit, enabling communication between 

different network nodes. Communication can be optical or radio frequency. It is 

responsible for the transmission-reception of captured and processed data via a wireless 

communication channel. The radio module consumes the most energy. 

Energy unit: 

For sensor networks, the energy unit is the most important component, usually a battery. 

This battery is small and has limited energy capacity. Sensors are often located in hostile 

environments, inaccessible to human beings, and the battery is generally not replaceable. 

In such situations, it is virtually impossible to recharge or replace the battery. For this 

reason, energy is the main constraint when designing a wireless sensor network, since it 

influences the lifetime of the sensor node and therefore the lifetime of the network. 

However, it is possible to use systems for recharging energy from the environment via 

photovoltaic cells, for example, to extend battery life. 

Complement: 

Depending on the needs of the sensor network application, the sensor node can integrate 

other units such as:  

Location system: to determine the node's position. 

Mobilizer: to change the node's position. 
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 Design challenges in WSNs 

There are major design challenges in wireless sensor networks due to the lack of 

resources such as energy, bandwidth and processing storage. When designing new 

routing protocols, the following essential elements must be fulfilled by a network 

engineer. 

4.6.1. Energy efficiency 

Wireless sensor networks are mainly battery-powered. Energy scarcity is a major 

problem in these sensor networks, particularly in aggressive environments such as 

battlefields, etc. Sensor node performance is affected when the battery falls below a 

predefined battery threshold level. Energy presents a major challenge for designers when 

designing sensor networks. In the wireless sensor network, there are millions of particles. 

Each node in this network has limited energy resources due to a partial amount of power. 

So, the routing protocol must be energy-efficient. 

4.6.2. Complexity 

The complexity of a routing protocol can affect the performance of the entire wireless 

network. The reason is that we have insufficient hardware skills, and we also face 

extreme energy limitations in wireless sensor networks. 

4.6.3. Scalability 

As sensors become cheaper by the day, hundreds or even thousands of sensors can be 

easily installed in a wireless sensor network. The routing protocol must therefore 

support network scalability. If further nodes are to be added to the network at any time, 

the routing protocol must not interrupt this. 

4.6.4. Delay 

Some applications require an instant reaction or response without substantial delay, such 

as a temperature sensor or alarm monitoring, etc. The routing protocol must therefore 

not interrupt this. The routing protocol must therefore offer a minimum delay. The time 

required to transmit the detected data should be as short as possible. 

4.6.5. Robustness 

Wireless sensor networks are deployed in very critical environments, where losses are 

frequent. Sometimes, a sensor node may expire or leave the wireless sensor network. So 
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the routing protocol must be able to cope with all kinds of environments, including severe 

and lossy ones. The functionality of the routing protocol should also be good. 

4.6.6. Data transmission and transmission models 

There are four modes of data transmission depending on the applications in wireless 

sensor networks, namely query-driven, event-driven, continuous and hybrid. A node 

starts transmitting data only when the receiver creates the request or an event occurs in 

both the request-driven and event-driven models. Data is sent periodically in continuous 

transmission mode. The performance of the routing protocol depends on the size of the 

network and the transmission media. A good quality transmission medium directly 

improves network performance. 

4.6.7. Sensor location 

Another major challenge facing designers of wireless sensor networks is locating sensor 

nodes correctly. Most routing protocols use a localization technique to obtain information 

about their locations. Global Positioning System (GPS) receivers are used in some 

scenarios. 

 MAC layer studies for sensor networks 

The MAC layer is responsible for establishing a reliable and efficient communication link 

between WSN nodes, and for wasting energy.  

There are different types of MAC protocols, which can be classified into two categories as 

CSMA/CA (carrier sense multiple access with collision avoidance) and TDMA (time 

division multiple access). CSMA/CA protocols are based on Carrier Sense Multiple Access 

(CSMA), which is a probabilistic technique where each node listens (carrier sense) before 

sending, and if no one transmits, the node will try to transmit a packet. The term multiple 

access means that several sensor nodes can access the medium at the same time, and 

simultaneous transmission causes a collision which must be resolved by a technique such 

as Binary Exponential Backoff (BEB). Unlike collision-based protocols, TDMA protocols 

are known as deterministic protocols. These use a schedule that associates a time slot for 

each sensor node, helping to avoid collisions and reduce the effects of excessive listening 

and inactivity problems. These protocols require the presence of a management authority 

such as a dedicated access point to manage the schedule. Common MAC protocols in WSN 

include IEEE 802.11, S-MAC and T-MAC. 
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4.7.1. IEEE 802.11 

This MAC protocol is based on CSMA/CA and implements control packets to avoid 

collision whenever possible. Power saving mode (PSM) reduces idle listening by 

periodically entering the sleep state. Unfortunately, this PSM is not suitable for multi-hop 

networks such as WSN and therefore cannot be used in WSN. 

4.7.2. S-MAC 

This MAC protocol is based on CSMA/CA and is a well-known WSN protocol. It is a 

modification of the IEEE 802.11 protocol. 

Figure 4.2 shows the basic outline of this protocol. It is divided into two parts, a listening 

session and a sleeping session. The listening session enables sensor nodes to 

communicate with other nodes to exchange control packets. During the sleep session, 

nodes switch off their radios to save energy. The first part of the listening session is 

synchronization by sending SYNC packets. Each node maintains a schedule table that 

stores all the schedules (listening and sleeping sessions) of all its known neighbors. 

During synchronization, a node broadcasts its schedule to all its neighbors. After that, 

each node has a schedule of its neighbors and can use it to send data to its neighbors. 

Before a node wants to send data to its neighbor to organize a data exchange, it knows 

the neighbor's schedule, sends a packet (RTS - request to send) and waits for the 

neighbor's response. If the neighbor is ready to receive, it sends a CTS (clear to send) 

packet, and data transmission can begin immediately. Nodes not involved in any data 

transmission go into standby mode to save energy. 

Using the synchronization packet (SYNC), each node now has its neighbor's schedule and 

can organize a data transfer, enabling this protocol to be used in a multi-hop network. It 

is necessary for each node to maintain its scheduling table after a certain number of 

scheduled synchronizations. Consequently, each node has to listen for a full period to find 

neighbors who may have different schedules. This causes packet overload and is the 

drawback of this protocol. 
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Figure 4.2. Basic schematic for S-MAC 

4.7.3.  T-MAC 

T-MAC or Timeout MAC protocol is based on the S-MAC protocol and overcomes the S-

MAC protocol by consuming less energy in terms of idle listening. Unlike S-MAC, this 

protocol keeps the listening session within a variable duration, which depends on 

network load. It defines a TA interval as the minimum amount of idle listening per frame. 

If a node wants to synchronize with its neighbor for a data transfer using SYNC and 

RTS/CTS, this TA interval is even greater than the exchange of these control packets. La 

Figure 4.3 shows that node A has organized a data transmission with node B. Node A has 

a different TC conflict interval than node C. If node B is ready for data transmission, it 

responds using a broadcast CTS packet. The TA interval must be long enough for node C 

to receive the start of the CTS packet. After this, node C automatically switches to standby 

mode to avoid idle listening. 

 
Figure 4.3. Basic schematic for T-MAC 

 Routing in sensor networks 

Routing is the process of selecting the appropriate path for data to travel from source to 

destination. The process encounters several difficulties in route selection, which depends 

on network type, channel characteristics and performance metrics. 
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Data detected by sensor nodes in a wireless sensor network (WSN) is usually transmitted 

to the base station that connects the sensor network to other networks (perhaps the 

Internet), where the data is collected, analyzed and actioned accordingly. 

In multi-hop communication, sensor nodes not only produce and deliver captured data, 

but also act as a path for other sensor nodes to the base station. The process of finding an 

appropriate path from the source node to the destination node is called routing, and is 

the primary responsibility of the network layer. 

The basic classification of routing protocols is illustrated in the following figure: 

 

Figure 4.4. Classification of WSNs routing protocols 

4.8.1. Node-centric 

In node-centric protocols, the destination node is specified with certain numerical 

identifiers, and this type of communication is not expected in wireless sensor networks. 

For example, the LEACH protocol. 

4.8.2. Data-centric 

In most wireless sensor networks, the data or information detected is far more valuable 

than the node itself. Consequently, data-centric routing techniques focus primarily on 

transmitting information specified by certain attributes, rather than on collecting data 

from certain nodes. In data-centric routing, the receiving node queries specific regions to 

collect data of certain specific characteristics, so an attribute-based naming scheme is 

required to describe the characteristics of the data. 

. 

 

WSN routing 
protocols

Node-centric

Data-centric

Initiated by the 
destination

Initiated by 
the source



Chapter 04 : Wireless sensor networks 
 

 

 
55 Emerging Networks | O. DERNI 

4.8.3. Destination-initiated protocols 

Protocols are called destination-initiated protocols when the path configuration 

generation comes from the destination node. These include DD and LEACH. 

4.8.4. Source-initiated 

In these types of protocols, the source node announces when it has data to share, then the 

route is generated on the source side to the destination. The SPIN protocol is an example 

of this category. 

 Broadcast protocols for sensor networks 

The simplest broadcast mode is flooding. The advantage of flooding is its simplicity and 

reliability. However, for its large number of redundant retransmissions, flooding will lead 

to severe packet collisions, wasted bandwidth and battery power depletion, which are 

called broadcast storm problems. 

In flooding protocols, on receipt of a data packet by sensor nodes, this data packet is 

broadcast to all other neighbors. The broadcast process continues until one of two 

conditions is met: the packet has successfully reached its destination. And the second 

condition is that the maximum number of hops for a packet has been reached. 

4.9.1. Low energy adaptive clustering hierarchy (LEACH) 

LEACH is a routing protocol that organizes the cluster in such a way that energy is 

distributed equally across all the sensor nodes in the network. In the LEACH protocol, 

several clusters are generated from sensor nodes, with one node defined as the cluster 

leader and acting as the routing node for all other nodes in the cluster. 

As in routing protocols, the cluster leader is selected before all communication begins, 

and communication fails if there is a problem in the cluster leader, and there is a high 

chance that the battery will die earlier than the other nodes in the cluster. 

The LEACH protocol applies randomization and the cluster leader is selected from the 

group of nodes, so this selection of cluster leader from several nodes on a temporary basis 

makes this protocol more sustainable as the battery of a single node is not overcharged 

for long. The sensor nodes elect themselves as cluster leader with certain probability 

criteria defined by the protocol and announce this to the other nodes. 
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4.9.2. LEACH communication architecture 

Similar to cellular networks, LEACH's communication architecture consists of forming 

cells based on signal amplitude, and using the cell heads as routers to the sink node. The 

cluster-heads (CH) are chosen randomly and periodically from among the nodes forming 

the cluster, depending on the state of its battery. They are then used as relays to reach 

the sink, following an algorithm that uses randomized rotation of cluster-heads to evenly 

distribute the energy load between network nodes. A sensor node decides which cluster 

to join based on the strength of the signals it receives. When the clusters are formed, as 

shown in  Figure 4.5, all the ordinary nodes transmit their data to their CH, which 

aggregates it and transmits it, in turn, to the base station in unicast (single-hop) 

communication. 

The CHs are tasked with performing the most energy-intensive functions, namely 

communication with the sink node, which is assumed to be remote, as well as all data 

processing (aggregation, fusion and transmission of data) in order to reduce the amount 

of data transmitted. This saves energy, since transmissions are only handled by the CHs, 

rather than by all the nodes in the network. As a result, LEACH achieves a significant 

reduction in energy dissipation. 

 
Figure 4.5. LEACH protocol communication architecture 

4.9.3. How LEACH works 

The LEACH protocol assumes equal residual sensor energies at the start of network 

operation. The life of the network is then segmented into rounds characterized by a 

choice of CH. 
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 The set-up phases 

Once each node has decided to which cluster it belongs, it must inform the cluster-head 

node that it will be a member of the cluster. Each node retransmits this information to 

the cluster-head again, using a CSMA MAC protocol. During this phase, all cluster-head 

nodes must keep their receivers switched on. 

 Scheduling 

The cluster-head node receives all messages for nodes that would like to be included in 

the cluster. Based on the number of nodes in the cluster, the cluster-head node creates a 

TDMA schedule telling each node when it can transmit. This program is rebroadcast to 

the nodes in the cluster. 

 Data transmission 

In this phase, data transfer to the base station takes place. Using the TDMA scheduler, 

members transmit their captured data during their own slots. This enables them to 

switch off their communication interfaces outside their slots to save energy. This data is 

then aggregated by the cluster-heads, merged and compressed, and sent to the base 

station. After a pre-determined period of time, the network moves on to a new round. 

This process is repeated until all the nodes in the network have been elected cluster-head 

once, throughout all the previous rounds. In this case, the round is reset to zero. 

4.9.4. TEEN (Threshold sensitive Energy Efficient sensor Network protocol) 

Most of TEEN's behavior is similar to the LEACH protocol. However, there are a few 

differences. Elected leaders do not transmit a TDMA schedule, but send a message 

containing the following information: 

• Attributes: represent the task requested from the sensor. 

• Hard threshold (HT): determines the critical value after which members must 

send their data report. 

• Soft threshold (ST): specifies the minimum change requiring the node to send a 

new report. 

So, when a node realizes that the captured value has exceeded HT, it must send a report 

to the boss. It only sends a new report if the value changes radically, i.e.: the difference 

exceeds ST. This mechanism makes it possible to implement reactive behavior, while 

limiting the number of messages used. 
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Given the reactive nature of TEEN, the use of TDMA is unsuitable. Several alternatives can 

be considered: CDMA or CSMA. 

 Energy management for sensor networks 

Optimizing network lifetime is a major challenge. Maximizing the lifetime of a sensor 

network means minimizing the various ways in which energy is wasted. In fact, a sensor 

node consumes energy to accomplish its purpose in the network (data collection, 

processing and transmission). 

4.10.1. Forms of energy dissipation 

• Sensing energy: 

The role of the sensing unit is to collect physical measurements of the monitored 

environment. It expands its energy in the following operations:  

o Data sampling and conversion into an electrical signal 

o Signal processing 

o converting the signal from analog to digital. 

• Processing energy (calculation): 

This unit consists of a microcontroller (microprocessor) and a memory. The residual 

energy of this unit is spent on switching and leakage. Switching energy is determined by 

the supply voltage and the total capacity switched at software level (by running 

software). Leakage energy, on the other hand, refers to the energy consumed by the 

computing unit when no processing is carried out. 

• Communication energy: 

o The communication unit, whose role is to send and receive data, is the unit that 

consumes the most energy. Communication energy is determined by three factors: 

o The amount of data exchanged.  

o The distance between nodes.  

o The power of the radio: when the transmission power is high, the signal will have 

a long range and the energy consumed will be higher. 

4.10.2. Factors involved in energy consumption 

There are a number of factors that lead to unnecessary energy consumption 

(overconsumption): 
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 Radio module status 

The radio module is the most energy-intensive component of the sensor node, since it is 

responsible for communication between the nodes. The radio module operates in four 

modes: idle, transmit, receive and sleep. 

• Idle state: the radio is switched on, but not in use. In other words, the sensor node 

is neither receiving nor transmitting. 

• Transmit state: the radio is transmitting a packet. 

• Receive state: the radio is receiving a packet. 

• Sleep state: the radio is switched off. 

 Accessing the transmission medium 

The MAC layer plays a key role in minimizing energy consumption. An energy-efficient 

MAC protocol tries to use the radio module as little as possible. Unnecessary use of the 

radio module comes from six main sources: retransmission, passive listening, 

eavesdropping, overloading, over transmission and packet size. 

4.10.3. Energy conservation techniques 

The three main energy-consuming tasks of a sensor node are: capture, processing and 

communication. Several approaches have been proposed to optimize energy for these 

three tasks. In addition, several classifications of these tasks have been proposed in the 

literature. We have chosen the classification shown in Figure 4.6, and we have also 

divided the prioritization methods into two classes. 
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Figure 4.6. Energy conservation techniques 

 Techniques for dynamic adaptation of processor speed and voltage 
(DVS) 

The energy expended by the computing unit is highly dependent on the supply voltage. 

As a result, minimizing computation energy expenditure is linked to minimizing voltage. 

This is why DVS has been proposed and deployed in microprocessors. DVS enables 

processors to change their voltage and adjust their frequency according to the 

application's requirements, without degrading performance. In this way, the DVS 

technique helps sensors to conserve their energy. The basic idea is to set the supply 

voltage so that the processor runs at a long rate when the processor workload is low. On 

the other hand, if the workload is high, then the DVS controls the processor to work at 

high speed.  

 Data aggregation 

Since neighboring nodes in sensor networks are highly correlated spatially and 

temporally, they may generate the same data, which is then transferred to the base 

station (sink). At some point, intermediate nodes may have the same data received from 

source nodes. To eliminate this redundancy and minimize the amount of data transferred 

to the base station, data aggregation techniques are used. 
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 Hierarchization 

Hierarchical methods involve organizing the network into multi-level structures. There 

are two main families in this category: clustering methods and sleep/wakeup methods. 

 Overview of operating systems for sensor networks (TinyOS example) 

The basic functionality of an operating system is to hide the low-level details of the sensor 

node by providing a clear interface to the outside world. Here are some of the low-level 

services that an operating system must provide: 

• Processor management 

• Memory management 

• Device management 

• Scheduling policies 

• Multithreading 

• Multitasking 

In addition to the services mentioned above, the operating system must also provide 

services such as: 

• Support for dynamic loading and unloading of modules 

• Providing appropriate concurrency mechanisms 

• Application Programming Interface (API) to access underlying hardware 

• Enforce appropriate power management policies 

TinyOS has been designed specifically for WSNs. It introduces a structured, event-driven 

execution model and a component-based software design that supports a high degree of 

concurrency in a small footprint, improves robustness and minimizes power 

consumption, while facilitating the implementation of sophisticated protocols and 

algorithms. The system and its services comprise connected components with well-

defined interfaces, in much the same way as a wiring diagram connects hardware blocks. 

The diversity of hardware platforms, protocols and applications is addressed by 

connecting the necessary components from a catalog of candidates. 

4.11.1. TinyOS features 

Concurrence:  

• Uses event-oriented architecture 
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Modularity:  

• Application composed of components 

• OS + Application compiled into a single executable 

Communication: 

• Uses an event/command model 

• Non-preemptive FIFO scheduling 

• No kernel/user separation 

4.11.2. Overview of TinyOS 

• Operating system for embedded sensor networks 

• Set of software components that can be linked together into a single executable on a 

mote (sensor node) 

 
Figure 4.7. A set of software components 

4.11.3. TinyOS memory model 

Static memory allocation 

• No heap (malloc) 

• No pointer to function 

• No dynamic allocation 

Global variables 

• Available per-frame 

• Memory conservation 

• Use of pointers 

Local variables 

• Saved on stack 
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• Declared in a method 

 Synchronization in sensor networks 

Clock synchronization in a computer network aims to provide a common time scale for 

the local clocks of nodes in the network. 

Time is needed to 

• Date an event 

• Evaluate the time between two events 

• Order events 

In distributed network synchronization we have no global clock or shared memory, but 

clock drifts. The definition of synchronization does not necessarily mean that all clocks 

are perfectly matched on the network. This would be the strictest form of 

synchronization, as well as the most difficult to implement. Precise clock synchronization 

is not always essential, so protocols ranging from the most lenient to the strictest are 

available to meet these needs. There are three basic types of synchronization method for 

wireless networks. The first is relative synchronization, and is the simplest. It is based on 

the order of messages and events. The basic idea is to be able to determine whether event 

1 occurred before event 2, simply by comparing local clocks to determine the order. Clock 

synchronization is not important. The second method is relative synchronization, in 

which the clocks in the network are independent of each other, and the nodes keep track 

of the diversion and offset. Usually, a node keeps information on its drift and offset in 

correspondence with neighboring nodes. Nodes can synchronize their local time with the 

local time of another node at any time. Most synchronization protocols use this method. 

The final method is global synchronization, where there is a constant global time scale 

throughout the network. This is obviously the most complex and difficult to implement. 

Very few synchronization algorithms use this method, mainly because this type of 

synchronization is generally unnecessary. 

There are many different synchronization protocols, many of which are not very different 

from one another. As with any protocol, the basic idea is always there, but improving on 

the drawbacks is a constant evolution. Three protocols will be discussed in detail: 

Reference Broadcast Synchronization (RBS), Synchronization Protocol for Sensor 

Networks (TPSN) and Flood Time Synchronization Protocol (FTSP). These three 

protocols are the main synchronization protocols currently used for wireless networks. 
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There are other synchronization protocols, but these three represent a good illustration 

of the different types of protocols. All three-cover sender-receiver synchronization as 

well as receiver-receiver synchronization. They also cover single-hop and multi-hop 

synchronization schemes. 

4.12.1. Reference Broadcast Synchronization 

Many time synchronization protocols use a sender-receiver synchronization method in 

which the sender transmits timestamp information and the receiver synchronizes. RBS is 

different in that it uses "receiver-to-receiver" synchronization. The idea is that a third 

party will broadcast a beacon to all receivers. The beacon contains no time information; 

instead, the receivers will compare their clocks with each other to calculate their relative 

phase shifts. Synchronization is based on when the node receives the reference beacon. 

The simplest form of RBS is one broadcast beacon and two receivers. The synchronization 

packet is broadcast to both receivers. The receivers will record when the packet was 

received according to their local clocks. Then, the two receivers exchange their time 

information and can calculate the offset. This information is sufficient to retain a local 

time scale. 

RBS can be extended from the simplest form of one broadcast and two receivers to 

synchronization between n receivers. This may require sending more than one broadcast. 

Increasing the number of broadcasts will increase the precision of the synchronization. 

RBS differs from traditional sender-receiver synchronization by using receiver-receiver 

synchronization. The reference beacon is broadcast to all nodes. Once received, the 

receivers note their local time and then exchange time information with their 

neighboring nodes. The nodes can then calculate their offset. 

 Security in sensor networks 

Security, confidentiality, computational and energy constraints, and reliability issues are 

the main challenges facing WSNs, particularly during routing. To solve these problems, 

WSN routing protocols need to guarantee confidentiality, integrity, privacy preservation 

and network reliability. Efficient, energy-saving countermeasures must be designed to 

prevent intrusion into the network.  

4.13.1. Attacks and solutions in WSNs 

The most well-known attacks on WSNs are described below. 
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 Manipulation of routing information 

This attack targets routing information between two sensor nodes. It can be launched by 

falsifying or replaying routing information. This can be done by adversaries who have the 

ability to create routing loops, attract or repel network traffic and extend or shorten 

source routes. This is a passive attack that is not only easy to launch, but elusive to 

detection. However, a unique identity can be created for the selected path, using the hash 

function based on the key of the pseudonyms or identities of all the selected intermediate 

nodes and embellished in the message. Any attempt to register a data packet from one 

location and re-tunnel it to another location will be detected by the base station when 

comparing the embellished path identity with the hash of all the added pseudonyms or 

identities of all the nodes involved in the multi-hop. 

 Sybil attack 

In this attack, the adversary compromises the WSN by creating false identities to disrupt 

network protocols. The Sybil attack can lead to a denial of service. It can also affect 

mapping during routing, as a Sybil node creates illegal identities with the aim of breaking 

the one-to-one mapping between each node. Sybil is common in P2P networks, and also 

extends to wireless sensor networks. Moreover, detecting and defending against Sybil 

attacks is more difficult; this is due to the limited energy and computational capabilities 

of WSNs. Various efforts had been developed to counter the Sybil attack in WSNs. One 

example is the use of a pairwise key-based detection scheme that sets a threshold for the 

identity number a node can use. However, this requires pre-allocation of keys to the 

sensor node. Another way of thwarting the Sybil attack is to validate the identity of each 

node involved in routing. 

 Sinkhole attack 

This attack prevents the receiving node (base station) from obtaining complete and 

correct sensor data, posing a threat to higher-layer applications. In this attack, an 

adversary makes itself attractive to its neighboring nodes in order to direct more traffic 

towards it. As a result, the adversary attracts all traffic destined for the receiving node. 

The adversary can then launch a more severe attack on the network, such as selectively 

forwarding, modifying or dropping packets. WSN is more vulnerable to this attack, as its 

nodes mostly send data to the base station. 
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 Cloning attack 

In a clone attack, the attacker first attacks and captures legitimate WSN sensor nodes, 

collects all their information from their memories, copies it onto several sensor nodes to 

create clone nodes, and finally deploys them on the network. Once a node has been 

cloned, the adversary can then launch further attacks. There are two different ways of 

detecting this attack: centralized and distributed approaches. Centralization uses the 

receiving node to detect and thwart the activities of clone nodes, while the distributed 

approach uses selected nodes to detect clone nodes and thwart their activities in the 

network.  

 

Complement: 

WSN constraints mainly determine the type of security approaches that can be adopted. 
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Chapter 05 : Vehicular networks 
 

 Introduction  

VANET (Vehicular Ad Hoc Networks) is a subclass of mobile ad hoc networks (MANET), 

where it is developed by moving vehicles. VANET is a special case of a multi-hop wireless 

network, which has the constraint of rapid topology changes due to the high mobility of 

the nodes. With the growing number of vehicles equipped with computing technologies 

and wireless communication devices, inter-vehicle communication is becoming a 

promising area for research, standardization and development. In this chapter, we will 

outline the application areas of VANETs and look at the MAC layer and routing in 

vehicular networks. 

 
Figure 5.1. Example of a vehicular network 

 Main applications 

Vehicle applications are generally classified into: 

• Active road safety applications: 

These aim to avoid the risk of car accidents and make driving safer by broadcasting 

information about hazards and obstacles. The basic idea is to broaden the driver's field 
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of perception, enabling him or her to react much more quickly, thanks to the reception of 

alerts via wireless communications. VANETs' main objective is to enable safety 

applications, while non-safety applications are expected to create business opportunities 

by increasing the number of vehicles equipped with on-board wireless devices. 

• Traffic efficiency and management applications:  

This category aims to optimize vehicle flows by reducing journey times and avoiding 

traffic jams. Applications such as enhanced route guidance/navigation, optimal traffic 

light programming and lane merging assistance aim to optimize routes, while reducing 

gas emissions and fuel consumption. 

• Comfort and infotainment applications: 

Comfort and infotainment applications aim to provide the road traveler with information 

and entertainment support to make the journey more enjoyable. 

 Study of the Mac and physical layer 

The specific characteristics of VANETs make their quantitative and qualitative analysis 

particularly critical, especially when designing media access control (MAC) layer 

protocols. Although VANETs are considered a class of mobile ad hoc networks (MANETs), 

they have a number of specific characteristics that make many solutions for general 

MANETs unsuitable for VANETs. Some of the VANET characteristics that influence the 

design of an ideal MAC protocol are: 

• Number of nodes: The density of nodes in a VANET can vary. It can be small, as in 

rural areas, or large, as at peak times in a big city. It's important to have a MAC 

protocol that can handle both cases. The main challenge in rural areas is network 

disconnection, while scalability is the main challenge in high-density areas. 

• High node mobility: VANET nodes can move at very high speeds (160 km/h), which 

can lead to frequent disconnections between nodes. If a node is moving at very high 

speed (140 km/h) and is connected to a node that is moving at very low speed (30 

km/h), the lifetime of the link will be short. 

• Predictable network topology: The movement of nodes in a VANET is somewhat 

predictable, as the movement of nodes is limited by the topology of the route. 
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• Frequent changes in network topology: Due to the high mobility of nodes, the 

network topology in a VANET changes very frequently. It is important to have a MAC 

protocol capable of adapting to frequent topology changes in a transparent way. 

• Availability of location information: Location information can be provided by 

having a GPS (Global Positioning System) receiver on board. Having such information 

available for communications can not only reduce message broadcast delivery 

latency, but can also increase system throughput. 

• Infrastructure support: Unlike most MANETs, VANETs can take advantage of 

roadside infrastructure. This could improve the performance of VANET MAC 

protocols. 

• No power limit: Unlike MANET nodes, VANET nodes have no power limit. They 

depend on a good power supply (e.g., the vehicle battery). This gives the nodes better 

computing resources. 

5.3.1. IEEE standards for mac protocols (VANET) 

In the USA, the Federal Communications Commission has allocated 75MHz of spectrum 

at 5.9 GHz for Dedicated Short-Range Communications (DSRC), which provides high-

speed communication between vehicles and roadside units. DSRC is divided into seven 

channels, each 10 MHz wide, as shown in  Figure 5.2 Channel 178 is the control channel 

(CCH), which is used for beacon messages, event-driven emergency messages and service 

announcements. The remaining six service channels (SCHs) support non-safety-related 

applications provided by roadside units. 

 
Figure 5.2. DSRC spectrum allocation in the USA. 
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The IEEE has completed the 1609 family of standards with the WAVE (Wireless Access in 

Vehicular Environments) standard for vehicular communications. In the remainder of 

this section, we explain the WAVE standard. 

 IEEE 1609 WAVE standards 

IEEE 1609 WAVE is a family of standards for vehicle-to-vehicle and vehicle-to-

infrastructure communication. WAVE specifies the following standards, as illustrated in  

Figure 5.3 : 

• IEEE 1609.1 specifies the services and interfaces of the WAVE resource manager 

• IEEE 1609.2 defines the formats and processing of secure messages 

• IEEE 1609.3 presents transport and network layer protocols, including addressing 

and routing, in support of secure WAVE data exchange 

• IEEE 1609.4 specifies the MAC and PHY layers, which are based on IEEE 802.11 

 
Figure 5.3. The WAVE protocol stack. 

 

 The IEEE 1609.4 standard 

In WAVE, the IEEE 1609.4 standard operates above IEEE 802.11p in the MAC layer. IEEE 

1609.4 focuses primarily on handling multi-channel DSRC radio operations, as illustrated 

in the figure below. 
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Figure 5.4. Reference architecture for MAC channel coordination 

There is a synchronization interval (SI) consisting of a CCH interval (CCHI) and a SCH 

interval (SCHI), each separated by a guard interval, as illustrated in the figure above. All 

radio devices are supposed to be synchronized using a global positioning system (GPS). 

During CCHI, all radios should be tuned to CCH to broadcast updates and listen for 

messages from neighbors and roadside units. During SCHI, vehicles can tune in to the SCH 

of their choice, depending on the services on offer. 
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Figure 5.5. Time division into CCH intervals and SCH intervals, IEEE 1609.4 standard 

The standard defines the length of the SI at 100 MS, based on the desire to have 10 

security messages sent per second. It also defines a guard interval (GI) at the start of each 

CCHI and SCHI. The purpose of the GI is to take account of channel switching. Currently, 

the GI value is 4 to 6 MS, which corresponds to the time required for a radio to be tuned 

and made available on another channel. 

 The IEEE 802.11p standard 

The IEEE 802.11p standard is the basis for the IEEE 1609 WAVE family of standards. It 

defines the physical and media access control layers. The WAVE stack uses IEEE-802.11p, 

which is based on CSMA/CA as defined in IEEE 802.11 as the MAC protocol; it includes 

the QoS amendments of IEEE-802.11e. Recently, the IEEE completed work on the 802.11p 

LAN standard, which uses IEEE 802.11e Enhanced Distributed Channel Access (EDCA). 

Figure 5.4 gives an overview of the EDCA architecture and the type of channels supported, 

CCH and SCH.  

For IEEE 802.11p, different inter-frame arbitration spaces (AIFS) and contention window 

(CW) values are chosen for different application categories (AC). There are four 

categories of data traffic available with different priorities: background traffic (BK - Bulk), 

best effort traffic (BE - Bulk Effort), voice traffic (VO - Voice) and video traffic (VI - Video). 

Each category of data traffic has its own queue; there are four different queues for each 

channel. Table 5.1 shows parameter settings for different application categories in IEEE 

802.11p. 

Due to the nature of VANET, IEEE 802.11p must have different MAC operations than IEEE 

802.11. Here is a brief description of some of the changes to IEEE 802.11 MAC: 
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• WAVE mode: Since security communications in VANETs require fast data exchange, 

IEEE 802.11 MAC operations take too long. Scanning channels for a Basic Service Set 

(BSS) tag and performing multiple handshakes to establish communications is not 

affordable. Therefore, in WAVE mode, vehicles are on the same channel and the same 

BSSID to communicate at no extra cost. 

• WAVE BSS: The WAVE standard defines a new type of BSS, WAVE BSS (WBSS). When 

a "vehicle/roadside unit" wishes to form a WBSS, it transmits a beacon on request. 

This beacon has a specific format and is used to announce a WAVE BSS. 
Table 5.1. IEEE 802.11p parameter settings for different application categories 

AC CWmin CWmax  AIFSN 

VI 3 7 2 

VO 3 7 3 

BE 7 225 6 

BK 15 1023 9 

 

 Routing in vehicular networks 

VANET routing protocols must be designed taking into account factors such as security, 

mobility and scalability of vehicular communication. 

The aim of VANET architecture is to enable connection between vehicles, or between 

vehicles and roadside units, leading to the following three possibilities: 

Ad hoc vehicle-to-vehicle (V2V) network: enables direct vehicular communication 

without dependence on a fixed infrastructure medium, and can be used primarily for 

security, safety and broadcast applications. 

Vehicle-to-infrastructure (V2I) network: enables a vehicle to communicate with the 

roadside unit, mainly for information and data collection applications. 

Hybrid architecture: combines both V2I and V2V communications. In this scenario, a 

vehicle can communicate with the roadside infrastructure on a multi-hop or single-hop 

basis, depending on distance, i.e., whether or not it can access the roadside unit directly. 

It enables long-distance connection to the Internet or to remote vehicles. 
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Figure 5.6. V2I and V2V structure 

The high dynamic topology characteristics make the efficient design of VANET routing 

protocols more difficult. VANET routing protocols can be classified into two categories, 

such as topology-based routing protocols and position-based routing protocols.  

The following figure describes a set of VANET routing protocols according to their 

methodology and mechanism. 

 
Figure 5.7. VANET routing protocols 

5.4.1. Topology-based routing protocols 

These use link information to transmit data packets between nodes via the VANET. There 

are two sub-categories within this mechanism, the proactive approach, which depends 

on routing techniques related to the table-based methodology, and the reactive approach, 

which depends on routing techniques related to the on-demand methodology. 

• Proactive routing protocols:  

Generally, depend on algorithms linked to the shortest route. They store all data relating 

to connected nodes in predefined tables, which are the main mechanism of these routing 
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protocols. This data is also shared with partner nodes. Each routing table is updated by 

its node when the network topology is modified by an event. 

Advantages: 

o Low-latency, real-time applications. 

o No need for path discovery. 

Limitations: 

o A large proportion of available bandwidth is taken up by unused routes. 

• Reactive routing protocols: 

Reactive routing protocols generally depend on algorithms linked to on-demand actions. 

When two nodes want to communicate, they initiate path discovery, and one of its main 

advantages is the reduction in network traffic. 

• Advantages: 

o Flooding is required when requested, so there's no need for proactive overflow 

in the network. 

o It controls bandwidth because it is Beaconless. 

• Limitations: 

o Disruption to node communication occurred due to exaggerated network 

flooding. 

o High path search latency 

5.4.2. Position-based routing protocols 

Depend on algorithms linked to the positioning mechanism using location-based 

applications (e.g., GPS). Such applications provide such data for path selection. 

Furthermore, these protocols do not process any tables linked to routing data, nor any 

information linked to the state of the join with neighboring nodes. 

5.4.3. OLSR 

OSLR (optimized link state routing) stands for optimized link state routing, i.e. a routing 

protocol using proactive mode. Whenever a topology change occurs, the MPRs 

(multipoint relays) are responsible for generating and transmitting topology information 

to the selected nodes. 

This is a proactive protocol based on table-driven methodology. According to its name, 

the link-state scheme is used by this protocol in an enhanced way to circulate topology 
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information. OLSR also uses this mechanism, but in order to maintain bandwidth, 

message overflow in OLSR is enhanced as the protocol operates in wireless multi-hop 

scenarios.   

 
Figure 5.8. Flooding a packet in a multi-hop wireless network from the central node using MPR 

As a table-based OLSR protocol, OLSR basically manages and updates information in a set 

of tables. These tables include data based on the control traffic received, and control 

traffic is generated on the basis of the information returned by these tables. The tables 

also manage the route calculation itself. OLSR uses the following essential control 

message types: 

• Topology control messages (TC). 

• HELLO control messages (HELLO). 

• Multiple interface declaration messages (MID). 

Advantages: 

In the broadcast scenario, reduce the number of packet retransmissions. 

Limitation: 

In OLSR, a large amount of bandwidth and CPU power is required to calculate the optimal 

path. 

5.4.4. GPSR 

GPSR (Greedy perimeter stateless routing) is a position-based routing protocol. GPSR 

archives evolved in terms of the number of nodes in the network and the rate of mobility, 
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storing little information per node. It stores only the node identifier and the node's 

physical location in a routing table. GPSR operates in two modes:  

• In greedy mode, packets are forwarded to a node geographically closer to a 

destination node.  

• If greedy fails, it switches to perimeter transfer mode. In this mode, packets are 

forwarded along the node's perimeter. When it finds a node closer to the destination, 

it switches back to greedy mode. This protocol performs well at high mobility rates. 

However, GPSR has a disadvantage in that a large number of packets are lost due to 

the formation of routing loops in perimeter transfer mode. 

 Mobility model and simulation 

Several mobility models and tools are available for traffic model generation. The mobility 

model is designed to describe the movement pattern of mobile users, and how their 

location, speed and acceleration change over time. Mobility models are generally 

classified into macroscopic mobility models and microscopic mobility models. 

5.5.1. Macroscopic mobility model 

This type of mobility model takes account of movement constraints such as streets, roads, 

junctions and traffic lights when generating vehicle movement traces. They define vehicle 

traffic generation such as traffic flow, traffic density and initial vehicle distribution. 

 Random mobility model 

In the random way point model, mobile nodes move randomly and freely without any 

restrictions. In this model, destination, speed and direction are all chosen at random and 

independently of other nodes. The fraction of nodes in the network remains static 

throughout the simulation. Node speed is uniformly chosen at random in the interval 

[Vmin, Vmax]. The node moves towards the destination with speed V. When it reaches 

the destination, it remains static for the predefined pause time and then moves again 

according to the same rule. Node mobility behavior is highly dependent on pause time 

and maximum node speed. The following parameters describe a model simulation 

configuration. 

• Size and shape of the deployment zone 

• Initial spatial distribution of nodes 

• Probability density function of pause time 
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• Minimum and maximum speed   

 Gauss Markov model 

The Gauss Markov model first calculates the velocity and direction of movement for each 

node. Then, the nodes move with the calculated speed and direction for a period. After 

this period, similar movements begin again. The time used in the movement in each 

interval before the change of speed and direction is constant.  

 Manhattan mobility model 

This model describes the VANET simulation of traffic mobility in the city of Manhattan. In 

this model, the movement of each node is confined by the direction of the road. Within a 

road, there are two directions. This model consists of horizontal and vertical lines for its 

route. In this model, there are four directions, i.e., north and south for the vertical 

direction, and east and west for the horizontal directions. For intersections that consist 

of a vertical and horizontal direction, the node can move straight ahead or stay on its 

route, or it can turn right or left. The probability of going straight is 0.5, the probability of 

turning right is 0.25 and the probability of turning left is 0.25. 

The speed of the node in the current time interval depends on the previous time intervals. 

Moreover, a node's speed is confined by the speed of another node to precede it on the 

same route. Mobility in the Manhattan model is highly dependent on space and time 

boundaries. This model forces the node to follow geographical constraints such as 

roadblocks, etc. 

5.5.2. Microscopic mobility model 

 Street Random Way point (STRAW) 

Is a tool that generates mobility patterns by extracting urban topologies from the TIGER 

database. It supports the micro-mobility functionalities of the models. STRAW 

implements complex intersection management using traffic lights and signs. This feature 

gives the vehicle a more realistic behavior when reaching an intersection. It includes 

traffic control mechanisms that force drivers to follow a deterministic admission control 

protocol when encountering an intersection. The disadvantage of the STRAW model is 

that it does not give details of traffic flows. In addition, it does not specify lane-changing 

behavior. 
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 CanuMobiSim  

Is a tool for generating motion traces under various conditions. This tool provides a 

graphical interface for generating mobility models, and can generate mobility traces for 

the Network Simulator and GloMoSim. 

The CanuMobiSim tool takes micro-mobility into account and implements several car-to-

car interaction models that adjust vehicle speed according to vehicle density. It also 

implements an intelligent driver model, which adapts speed according to movements 

between neighboring vehicles. The CanuMobiSim tool includes complex traffic 

generators that can implement basic source-destination paths using Dijkstra algorithms. 

But due to its generic structure, it suffers from a problem of reduced level of detail in 

specific scenarios. 

 VanetMobiSim 

Is a tool that generates realistic vehicle motion traces. It is an extension of CanuMobiSim. 

As CanuMobiSim provides an efficient and easily extensible mobility architecture, but due 

to its general-purpose nature, it suffers from a reduced level of detail in specific scenarios. 

VanetMobiSim aims to extend CanuMobiSim's vehicular mobility support to a higher 

degree of realism. In VanetMobiSim, the micro-mobility functionality takes into account 

road topology, road structure (unidirectional or bidirectional, single-lane or multi-lane), 

road characteristics (speed limits, vehicle class restrictions) and the presence of traffic 

signs. 
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Figure 5.9. VanetMobiSim 

 VANET security 

Security in VANETs is of particular concern because human lives are constantly at stake, 

whereas in traditional networks, the main security issues include confidentiality, 

integrity and availability, none of which primarily involve personal safety. Vital 

information cannot be altered or deleted by an attacker. Nevertheless, security in VANET 

also indicates the ability to determine driver responsibility while preserving driver 

confidentiality. Information about the vehicles and their drivers inside must be 

exchanged securely and, more importantly, in a timely manner, as delays in message 

exchange can lead to catastrophic consequences such as a vehicle collision. 

5.6.1. Attack classification and proposed solutions 

VANETs are exposed to a variety of threats and attacks. Since the vehicle itself is a 

sufficient source of electricity, the onboard unit doesn't have to endure the bottleneck of 

limited battery life like other mobile devices such as smartphones and wearables. As a 

result, we can integrate all kinds of processors and chips into the onboard unit to give the 

vehicle workstation-scale computing capacity. Unfortunately, this advantage is only one 
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side of the coin. Such computing capacity also enables attacks that are computationally 

intensive and not feasible in normal ad hoc networks. 

 
Figure 5.10. Classification and examples of VANET attacks 

Table 5.2. Major attacks, cryptographic solutions and proposals. 

Attacks Targeted service Cryptographic solutions and 
proposals 

Jamming Availability Pseudorandom Frequency Hopping 
Eavesdropping Confidentiality Encryption on Sensitive Messages 
Traffic analysis Confidentiality Randomizing Traffic Patterns 

DOS Availability Signature-based Authentication and 
Access Control 

Editing messages Integrity Integrity Metrics for Content 
Delivery 

Brute Force Confidentiality Public Key Schemes 
Illusion/Identity fraud Authentication Trusted Hardware Module  
Position simulation Authentication Active Detection Systems  
Illegal tracking Privacy ID-based System for User Privacy  
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Chapter 06 : Network security 
 

 Introduction  

Network security is the protection of the network infrastructure against unauthorized 

access, misuse or theft. It involves creating a secure infrastructure so that devices, 

applications and users can operate securely. Network security combines several layers of 

defense at the edge and within the network, with each network security layer 

implementing policies and controls. Authorized users access network resources, but 

malicious actors are prevented from carrying out exploits and threats. 

 Single sign-on (SSO) 

Single sign-on (SSO) is an authentication method that enables users to securely 

authenticate themselves to multiple applications and websites using a single set of 

credentials. As users frequently access applications directly from their browsers, 

companies are turning to access management strategies that improve both security and 

user experience. Single sign-on offers both, as users can access all password-protected 

resources without having to log in again once their identity has been validated. 

It enables a user to use a single set of credentials to access multiple applications. Single 

sign-on can be used by enterprises, small and medium-sized businesses and individuals 

to facilitate the management of multiple credentials. OAuth and SAML are two protocols 

used to authorize access, SAML works by exchanging user information such as logins, 

authentication status, credentials and other relevant attributes between the identity 

provider and the service provider. 

6.2.1. How it works? 

Single sign-on works on the basis of a trust relationship established between an 

application, known as a service provider, and an identity provider. This trust relationship 

is often based on a certificate exchanged between the identity provider and the service 

provider. This certificate can be used to sign identity information sent by the identity 

provider to the service provider, so that the service provider knows it has come from a 

trusted source. 
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In SSO (Identity Provider), this identity data takes the form of tokens containing 

identifying information about the user, such as a user's e-mail address or username. 

 

Figure 6.1. SSO operations 

6.2.2. The SSO token 

An SSO token is a collection of data or information transmitted from one system to 

another during the SSO process. The data may simply be a user's e-mail address and 

information about the system sending the token. 

Tokens need to be digitally signed so that the token recipient can verify that the token 

has come from a trusted source. The certificate used for this digital signature is exchanged 

during the initial configuration process. 

 DNS Securing DNS 

DNS (Domain Name System) is a directory service that provides a mapping between the 

name of a host on the network and its numerical address. DNS is essential to the operation 

of the Internet. Each node in a tree has a domain name, and a complete domain name 

made up of a sequence of symbols specified by dots. DNS is a service that translates 

domain names into IP addresses, enabling network users to use easy names when 

searching for other hosts, rather than remembering IP addresses.  

6.3.1. Major attacks 

 DDoS attacks 

There are many different types of Distributed Denial of Service (DDoS) attack. 
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This type of attack is used to overwhelm DNS servers, making DNS service unavailable. 

When a DNS attack succeeds, it can cruelly immobilize an organization. When a company 

can't publish the addresses of its web and mail servers, business grinds to a halt. 

 Amplification 

An amplification attack is a technique in which a small request can trigger a large 

response, such as the request for a TXT record.  By flooding the server with short queries 

that require long responses, even a relatively weak computer can overload a DNS server. 

The DNS server is so busy doing the hard work of answering all these fake queries that it 

doesn't have time to answer the legitimate ones. 

If a user makes a DNS query for "re.dz", the query size is 50 bytes and the response is 

4092 bytes (about 80 times amplification). Let's assume that an attacker is generating 

queries with a botnet (a network of independent hosts, or bots, infected with malware), 

and that each bot has a 2 Mbps connection to the Internet. With a 2 Mbps connection, each 

bot can send the 50-byte request in the previous example around 5242 times per second. 

If the botnet contains 100 bots all doing the same thing, that's a total of 2 gigabytes that 

the DNS server is expected to send every second of the attack. Amplification alone is an 

effective attack, as attackers can use less powerful resources to overload powerful 

servers. 

 Reflection 

A reflection attack sends requests that appear to come from the attack victim. The 

response (often a large, amplified response) is sent to the victim, who never asked. The 

amount of response traffic could potentially overwhelm the victim's network. 

In a reflection attack, an attacker sends a query to a recursive name server with a spoofed 

source IP address. Instead of his real IP address, he sets the target (victim) IP address as 

the source IP address. The recursive name server does the work, retrieves the response 

to the query from the authoritative name server and sends the response to the 

unsuspecting victim. 

 Hybrid attack (Amplification + Reflection) 

The attacker spoofs the victim's IP address and sends a precisely crafted request, 

resulting in a high payload. This is a highly effective DDoS attack, with the authoritative 

name server providing the amplification and the recursive name server providing the 
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reflection. This allows the attacker to attack two different victims at the same time. It also 

provokes the victim of the amplification attack to eventually believe that he has been 

attacked by the second victim, potentially causing even more chaos. 

 
Figure 6.2. A hybrid attack 

 Security for WI-FI wireless networks 

By implementing these measures and keeping abreast of emerging threats, you can 

significantly improve the security of your Wi-Fi network. 

6.4.1. Strong passwords 

• Create complex passwords: combine upper- and lower-case letters, numbers and 

special characters. 

• Avoid personal information: don't use birth dates, names or other easily guessable 

data. 

• Change passwords regularly: update passwords regularly to reduce the risk of 

unauthorized access. 

6.4.2. Robust Encryption 

• Use WPA3: this is the most secure Wi-Fi encryption standard available. 

• Avoid WEP: this obsolete encryption method is easily cracked. 

• Update firmware: keep your router's firmware up to date to benefit from the latest 

security patches. 

6.4.3. Network Isolation 
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• Guest networks: create separate networks for visitors to isolate them from your 

main network. 

• MAC address filtering: restrict access to specific devices based on their MAC 

addresses, but be aware that this method can be bypassed. 

6.4.4. Secure Connections 

• Use VPN: use a VPN for added security, especially when using public Wi-Fi. 

• Avoid public Wi-Fi networks for sensitive activities: avoid accessing banking 

services, e-mail or social networks on unsecured networks. 

6.4.5. Regular Monitoring 

• Network analysis: use tools to detect unauthorized devices on your network. 

 Securing digital media on the Internet (DRM 'Digital Right Management') 

Digital Right Management (DRM) is a set of hardware and software technologies designed 

to control the way we use, modify and share content/information online. DRMs are also 

known as technological protection measures, as they aim to protect the copyright of 

technological content. The protection of protected works by various means to control or 

prevent the sharing of digital copies over computer/telecommunications networks. 

Protected data includes: 

• Copyrighted multimedia content such as audio, video and images 

• Copyrighted software, such as games, operating systems and applications 

• Confidential documents, such as bank statements, company financial records 

• Intellectual property assets such as product plans, diagrams, patents, data sheets 

6.5.1. Techniques used 

 Restrictive licensing 

The content provider creates a license that legally prevents users from using it for 

commercial or public distribution. The restrictive license makes users legally responsible 

for any unethical use of the image. 

 Digital trust infrastructure 

Trust is rooted in the underlying digital infrastructure, maintaining a line of visibility and 

accountability over how, why and when content is shared. It gives users the autonomy to 
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play with content as they wish, while keeping the reins of control in the hands of the 

provider. It is extremely relevant for businesses. 

 One-way chopping 

This is a cryptographic technique that prevents content manipulation. 

It takes digital content as input and generates a final output message for user 

consumption. If the content is altered in any way, the output message will change, 

revealing that the content is not authentic. One-way hashing is used to verify digital 

content. 

 Secure communication protocols 

Communication protocols such as SSL and TLS preserve the sanctity of information 

circulating on the Internet. They prevent tampering, ensuring that only secure, authentic 

content reaches the user. Secure communication protocols are an essential element of 

DRM, and must be part of the content technology stack. 

 Time-limited decryption keys 

Encrypting data is an excellent way of keeping it out of immoral hands. 

This is complemented by time-limited decryption keys that protect digital rights. The key 

would allow users to decrypt content for a specific period of time, as specified by the 

license/purchase conditions. 

 E-mail security, anti-spam mechanisms (statistical filtering mechanisms) 

Email security is a term describing various procedures and techniques for protecting 

email accounts, content and communications from unauthorized access, loss or 

compromise. E-mail is often used to spread malware, spam and phishing attacks. 

Attackers use deceptive messages to entice recipients to share sensitive information, 

open attachments or click on hyperlinks that install malware on the victim's device. 

6.6.1. Anti-spam mechanisms 

 Signature matching 

Spammers send a copy of their spam message to every valid e-mail account they can find. 

Signature matching takes advantage of this by automatically deleting every copy of a 

spam message as soon as it recognizes it as spam. Providers of signature matching anti-
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spam software maintain a large number of test accounts with Internet and e-mail service 

providers.  

6.6.2. Heuristics 

Each of the rules in a heuristic system is associated with a value. To determine whether a 

message is spam or not, the values of all the rules to which the message corresponds are 

added together. If the total value exceeds a threshold defined by the user or system 

administrator, the message will be filtered as spam. Simple heuristic filters use a small 

number of rules to search for obvious "bad" words and phrases, while more advanced 

filters use hundreds of rules and search for very complex features. 

6.6.3. Bayesian filtering 

Bayesian filters are one of the most recent technologies used to filter spam. The filters 

"learn" the difference between spam and non-spam, and continually update their 

knowledge to keep abreast of new spam. A Bayesian filter learns the difference between 

spam and non-spam by examining two large collections of e-mail messages. One 

collection contains spam messages received by a site, and the other collection contains 

non-spam messages received by the same site. The filter separates each message into 

individual words. Based on a comparison of the frequency of appearance of a given word 

in spam versus non-spam messages, the filter calculates the probability that a message 

containing that given word is spam. 

 Security in Web services 

A Web service is software that makes itself available over the Internet, using a 

standardized XML messaging system. XML is used to encode all communications to a Web 

service. For example, a client calls a Web service by sending an XML message, then 

expects a corresponding XML response. As all communications are in XML, Web services 

are not tied to any operating system or programming language, i.e., C# can communicate 

with PHP, Windows applications can communicate with Linux applications. 

6.7.1. XML-Signature 

XML signatures are digital signatures designed for use in XML transactions. The standard 

defines a scheme for capturing the result of a digital signature operation applied to 

arbitrary (but often XML) data. XML signatures add authentication, data integrity and 

non-repudiation support to the data they sign. Unlike non-XML digital signature 
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standards, the XML signature has been designed to take advantage of both the Internet 

and XML. 
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